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# AVERAGING SEQUENCES 

Fernando Alcalde Cuesta and Ana Rechtman


#### Abstract

In the spirit of the Goodman-Plante average condition for the existence of a transverse invariant measure for foliations, we give an averaging condition to find tangentially smooth measures with prescribed Radon-Nikodým cocycle. Harmonic measures are examples of tangentially smooth measures for foliations and laminations. We also present a sufficient hypothesis under which the tangentially smooth measure is harmonic.


## 1. Introduction

Averaging sequences for foliations were introduced in the pioneering work of Plante [1975] on the influence that the existence of transverse invariant measures exerts on the structure of a foliation. Although that work dealt only with the case of subexponential growth, his approach is clearly reminiscent of the classic work of E. Følner [1955] on groups. Using the same kind of ideas, S. E. Goodman and Plante [1979] exhibited an averaging condition which guarantees the existence of transverse invariant measures for foliations of compact manifolds.

In this paper we formulate a more general averaging condition which gives rise to a tangentially smooth measure for a compact laminated space ( $M, \mathscr{F}$ ). This condition may be related to the $\eta$-Følner condition in [Alcalde Cuesta and Rechtman 2011], in the same spirit as Følner, but using a modified Riemannian metric along the leaves. The modification is done by replacing any complete Riemannian metric along the leaves with the product of the metric with some density function. Namely, given a compact laminated space and a positive cocycle defined on the equivalence relation induced by the lamination on a total transversal, we prove that an $\eta$-Følner sequence gives rise to the existence of a tangentially smooth measure whose Radon-Nikodým cocycle is the given one. Moreover, we describe a sufficient hypothesis for obtaining a harmonic measure. This is the content of Theorem 4.10.

[^0]Before proving Theorem 4.10, we analyze the discrete case. We define an averaging condition for any equivalence relation $\mathscr{R}$ defined by a finitely generated pseudogroup acting on a compact space and any continuous cocycle $\delta: \mathscr{R} \rightarrow \mathbb{R}_{+}^{*}$ that we call a $\delta$-averaging condition. In Theorem 3.6 we prove that the existence of a $\delta$ averaging sequence gives a quasi-invariant measure with Radon-Nikodým cocycle $\delta$. Under some additional conditions, in particular if $\delta$ is harmonic, the measure obtained is harmonic. In this case, our result is reminiscent of Kaimanovich's [1997] characterization of amenable equivalence relations.

The paper is organized as follows. In Section 2 we review some preliminaries. In particular Section 2C contains the proof of Goodman and Plante's theorem. The discussion of the discrete and continuous settings is split into two separate sections, Section 3 and Section 4, respectively, which can be read independently. In Section 5 we analyze some explicit examples. The relation between the two types of averaging sequences will be briefly discussed in Section 6.

## 2. Preliminaries

2A. Laminations and equivalence relations. A compact space $M$ admits a $d$ dimensional lamination $\mathscr{F}$ of class $C^{r}$ with $1 \leq r \leq \infty$ if there exists a cover of $M$ by open sets $U_{i}$ homeomorphic to the product of an open disc $P_{i}$ in $\mathbb{R}^{d}$ centered at the origin and a locally compact separable metrizable space $T_{i}$. Thus, if we denote the corresponding foliated chart by $\varphi_{i}: U_{i} \rightarrow P_{i} \times T_{i}$, each $U_{i}$ splits into plaques $\varphi_{i}^{-1}\left(P_{i} \times\{y\}\right)$. Each point $y \in T_{i}$ can also be identified with the point $\varphi_{i}^{-1}(0, y)$ in the local transversal $\varphi_{i}^{-1}\left(\{0\} \times T_{i}\right)$. In addition, the change of charts $\varphi_{j} \circ \varphi_{i}^{-1}: \varphi_{i}\left(U_{i} \cap U_{j}\right) \rightarrow \varphi_{j}\left(U_{i} \cap U_{j}\right)$ is given by

$$
\begin{equation*}
\varphi_{j} \circ \varphi_{i}^{-1}(x, y)=\left(\varphi_{i j}^{y}(x), \gamma_{i j}(y)\right), \tag{2-1}
\end{equation*}
$$

where $\gamma_{i j}$ is a homeomorphism between open subsets of $T_{i}$ and $T_{j}$, and $\varphi_{i j}^{y}$ is a $C^{r}$-diffeomorphism depending continuously on $y$ in the $C^{r}$-topology. We say that $\mathscr{A}=\left\{\left(U_{i}, \varphi_{i}\right)\right\}_{i \in I}$ is a good foliated atlas if it satisfies the following conditions.
(i) The cover $U=\left\{U_{i}\right\}_{i \in I}$ is locally finite, hence finite.
(ii) Each open set $U_{i}$ is a relatively compact subset of a foliated chart.
(iii) If $U_{i} \cap U_{j} \neq \varnothing$, there is a foliated chart containing $\overline{U_{i} \cap U_{j}}$, implying that each plaque of $U_{i}$ intersects at most one plaque of $U_{j}$.

Each foliated chart $U_{i}$ admits a tangentially $C^{r}$-smooth Riemannian metric $g_{i}=$ $\varphi_{i}^{*} g_{0}$ induced from a $C^{r}$-smooth Riemannian metric $g_{0}$ on $\mathbb{R}^{p}$. We can glue together these local Riemannian metrics $g_{i}$ to obtain a global one $g$ using a tangentially $C^{r}$-smooth partition of unity. From [Alcalde Cuesta et al. 2009, Lemma 2.6],
we know that any $C^{r}$ lamination of a compact space equipped with a $C^{r}$ foliated atlas $\mathscr{A}$ admits a $C^{\infty}$ foliated atlas $C^{r}$-equivalent to $\mathscr{A}$.

A discrete equivalence relation $\mathscr{R}$ is defined by $\mathscr{F}$ on the total transversal $T=$ $\bigsqcup T_{i}$; the equivalence classes are the traces of the leaves on $T$. We can see $\mathscr{R}$ as the orbit equivalence relation defined by the holonomy pseudogroup $\Gamma$ of $\mathscr{F}$, generated by the local diffeomorphisms $\gamma_{i j}$. These homeomorphisms form a finite generating set, which we will denote by $\Gamma^{(1)}$, that defines a graphing of $\mathscr{R}$. This means that each equivalence class $\mathscr{R}[y]$ is the set of vertices of a graph, and there is an edge joining two vertices $z$ and $w$ if there is $\gamma \in \Gamma^{(1)}$ such that $\gamma(z)=w$. We can define a graph metric $d_{\Gamma}(z, w)=\min \left\{n: g(z)=w\right.$ for some $\left.\gamma \in \Gamma^{(n)}\right\}$, where $\Gamma^{(n)}$ are the elements that can be expressed as words of length at most $n$ in terms of $\Gamma^{(1)}$. A transverse invariant measure for $\mathscr{F}$ is a measure on $T$ that is invariant under the action of $\Gamma$. It is quite rare for a measure of this kind to exist.

Remark 2.1. If $\mathscr{F}$ has no holonomy (that is, $\Gamma_{y}=\{\gamma \in \Gamma: \gamma(y)=y\}$ is trivial for all $y \in T$ ), we can endow $\mathscr{R}$ with the topology generated by the graphs of the elements of $\Gamma$. Then $\mathscr{R}$ becomes an étale equivalence relation, that is, the partial multiplication $\left((y, \gamma(y)),\left(\gamma(y), \gamma^{\prime}(\gamma(y))\right)\right) \in \mathscr{R} * \mathscr{R} \mapsto\left(y, \gamma^{\prime} \circ \gamma(y)\right) \in \mathscr{R}$ and the inversion $(y, \gamma(y)) \in \mathscr{R} \mapsto(\gamma(y), y) \in \mathscr{R}$ are continuous, and the left and right projections $\beta:(y, z) \in \mathscr{R} \mapsto y \in T$ and $\alpha:(y, z) \in \mathscr{R} \mapsto z \in T$ are local homeomorphisms. In general, by considering the germs of the elements of $\Gamma$ at the points of their domains, we can replace $\mathscr{R}$ with the transverse holonomy groupoid [Haefliger 1984] that similarly becomes an étale groupoid [Renault 1980].

2B. Compactly generated pseudogroups. In the last section, we obtained a pseudogroup from a foliated atlas. Here we will recall the Haefliger equivalence for pseudogroups obtained from different atlases and its metric counterpart in the compact case, which we will need later in Section 2C. For any compact laminated space $(M, \mathscr{F})$ the holonomy pseudogroup $\Gamma$ is compactly generated in the sense of [Haefliger 2002], meaning that
(i) $T$ contains a relatively compact open set $T_{1}$ meeting all the orbits, and
(ii) the reduced pseudogroup $\left.\Gamma\right|_{T_{1}}$ (whose elements have domain and range in $T_{1}$ ) admits a finite generating set $\Gamma^{(1)}$ (called a compact generation system of $\Gamma$ on $T_{1}$ ) so that each element $\gamma: A \rightarrow B$ of $\Gamma^{(1)}$ is the restriction of an element $\bar{\gamma}$ of $\Gamma$ whose domain contains the closure of $A$.

Any probability measure $\nu_{K}$ on the compact set $K=\bar{T}_{1}$ that is preserved by the action of $\left.\Gamma\right|_{K}$ extends to a unique Borel measure $v$ on $T$ which is $\Gamma$-invariant and finite on compact sets. We refer to [Plante 1975, Lemma 3.2].

Also, notice that $T$ is covered by the domains of a family of elements of $\Gamma$ with range in $T_{1}$. The union of these elements and their inverses defines the fundamental
equivalence between the holonomy pseudogroup $\Gamma$ and the reduced pseudogroup $\left.\Gamma\right|_{T_{1}}$. This is the base concept to define the Haefliger equivalence of pseudogroups [Haefliger 1984; 2002].

Definition 2.2. Two pseudogroups $\Gamma_{1}$ and $\Gamma_{2}$ acting on the spaces $T_{1}$ and $T_{2}$ are Haefliger equivalent if they are reductions of a same pseudogroup $\Gamma$ acting on the disjoint union $T=T_{1} \sqcup T_{2}$, and both $T_{1}$ and $T_{2}$ meet all the orbits of $\Gamma$.

The choice of generators for $\Gamma_{1}$ and $\Gamma_{2}$ defines a metric graph structure on the orbits, but the Haefliger equivalence between $\Gamma_{1}$ and $\Gamma_{2}$ may not preserve their quasi-isometry type. Let us recall this concept introduced by M. Gromov [1993]:

Definition 2.3. Two metric spaces $(M, d)$ and $\left(M^{\prime}, d^{\prime}\right)$ are quasi-isometric if there exists a map $f: M \rightarrow M^{\prime}$ and constants $\lambda \geq 1$ and $C \geq 0$ such that

$$
\frac{1}{\lambda} d(y, z)-C \leq d^{\prime}(f(y), f(z)) \leq \lambda d(y, z)+C
$$

for all $y, z \in M$ and $d^{\prime}\left(y^{\prime}, f(M)\right) \leq C$ for all $y^{\prime} \in M^{\prime}$.
Definition 2.4 [Hurder and Katok 1987; Ghys 1995]. A Haefliger equivalence between two pseudogroups $\Gamma_{1}$ and $\Gamma_{2}$ acting on $T_{1}$ and $T_{2}$, respectively, is a Kakutani equivalence if $\Gamma_{1}$ and $\Gamma_{2}$ admit finite generating systems such that their orbits, endowed with the graph metric, are quasi-isometric.

According to [Lozano Rojo 2006, Theorem 2.7] and [Álvarez López and Candel 2009, Theorem 4.6], if two compactly generated pseudogroups $\Gamma_{1}$ and $\Gamma_{2}$ are Haefliger equivalent, then there are compact generating systems on $T_{1}$ and $T_{2}$, respectively, such that the pseudogroups become Kakutani equivalent. These compact generating systems are called good by Lozano Rojo and recurrent by Álvarez López and Candel. The relevance of this is that the existence of averaging sequences depends on the quasi-isometric type of the orbits; see [Álvarez López and Candel 2009] and [Kanai 1985] for the details.

2C. Existence of transverse invariant measures. In this section we will discuss a sufficient condition for the existence of a transverse invariant measure, which serves as motivation for Theorems 3.6 and 4.10. Goodman and Plante [1979] formulate the following proposition. Let us start with some definitions.

Definition 2.5. Let $A$ be a finite subset of $T$ and $\gamma$ an element of $\Gamma$. We define the difference set

$$
\Delta_{\gamma} A=\{x \in T: x \in A, \gamma(x) \notin A\} \cup\{x \in T: x \notin A, \gamma(x) \in A\}
$$

with the convention that $\gamma(x) \notin A$ holds if $\gamma(x)$ is not defined. We denote the cardinality of $A$ by $|A|$.

Definition 2.6. A sequence of finite subsets $A_{n}$ of $T$ is an averaging sequence for $\Gamma$ if for all $\gamma \in \Gamma^{(1)}$ (and then for all $\gamma \in \Gamma$ ),

$$
\lim _{n \rightarrow \infty} \frac{\left|\Delta_{\gamma} A_{n}\right|}{\left|A_{n}\right|}=0
$$

Proposition 2.7 [Goodman and Plante 1979]. An averaging sequence $\left\{A_{n}\right\}$ gives rise to a transverse invariant measure $v$ whose support is contained in the limit set $\lim _{n \rightarrow \infty} A_{n}=\left\{y \in T: \exists y_{n_{k}} \in A_{n_{k}}, y=\lim _{k \rightarrow \infty} y_{n_{k}}\right\}$.

The idea of the proof is the following. Assuming that $T$ is compact, we may construct a $\Gamma$-invariant probability measure on $T$ from the sequence of probability measures $v_{n}$ defined by $v_{n}(B)=\left|B \cap A_{n}\right| /\left|A_{n}\right|$ for every Borel set $B \subset T$. By Riesz's representation theorem, each measure $v_{n}$ can be identified with a functional $I_{n}$ on the space $C(T)$ of continuous real-valued functions on $T$. The functionals $I_{n}$ are

$$
I_{n}(f)=\frac{1}{\left|A_{n}\right|} \sum_{y \in A_{n}} f(y)
$$

By passing to a subsequence, if necessary, $I_{n}$ converges in the weak topology to a positive functional $I$ which determines a unique Borel regular measure $v$ such that $I(f)=\int_{T} f d \nu$ for every $f \in C(T)$. The averaging condition implies that $I$ and $v$ are $\Gamma$-invariant, since for every $\gamma \in \Gamma$ and every $f \in C(T)$ with support on the range of $\gamma$, we have

$$
|I(f \circ \gamma)-I(f)| \leq\|f\|_{\infty} \lim _{n \rightarrow \infty} \frac{\left|\Delta_{\gamma} A_{n}\right|}{\left|A_{n}\right|}=0
$$

Finally, it is clear that $v(T)=1$ and $\operatorname{supp}(v)=\lim _{n \rightarrow \infty} A_{n}$.
In the noncompact case, by replacing $\Gamma$ and $\Gamma_{1}$ with suitable reductions, we can assume, without loss of generality, that the fundamental equivalence between the holonomy pseudogroup $\Gamma$ and its reduction $\Gamma_{1}$ to a relatively compact open subset $T_{1}$ of $T$ becomes a Kakutani equivalence for some compact generation systems on $T$ and $T_{1}$. Then any averaging sequence $A_{n}$ for $\Gamma$ defines an averaging sequence $A_{n} \cap K$ for $\left.\Gamma\right|_{K}$, where $K=\bar{T}_{1}$ is a compact subset of $T$. Hence we obtain a probability measure $\nu_{K}$ on $K$ that is invariant under $\left.\Gamma\right|_{K}$. Now we can extend $\nu_{K}$ to a unique Borel measure $v$ on $T$ which is $\Gamma$-invariant and finite on compact sets.

Example 2.8. Consider a graph with bounded geometry, like any orbit $\Gamma(x)$ of the holonomy pseudogroup of a compact laminated space. This graph is said to be Følner if it contains a sequence of finite subsets of vertices $A_{n}$ such that $\left|\partial A_{n}\right| /\left|A_{n}\right|$ tends to 0 , where $\partial A_{n}$ denotes the boundary set with respect to the graph structure. Since $\Delta_{\gamma} A \subset \partial A \cup \gamma^{-1}(\partial A)$ for any $\gamma \in \Gamma^{(1)}$, we get $\left|\Delta_{\gamma} A_{n}\right| \leq 2\left|\partial A_{n}\right|$, and we have an averaging sequence. In particular, any orbit $\Gamma(x)$ having subexponential
growth is an example of a Følner graph, since

$$
\liminf _{n \rightarrow \infty} \frac{\left|A_{n+1}-A_{n-1}\right|}{\left|A_{n}\right|}=0
$$

where $A_{n}=\Gamma^{(n)}(x)$.
Using the one-to-one correspondence between foliated cycles and transverse invariant measures established by D. Sullivan [1976], it is not difficult to show the following continuous version of Goodman and Plante's result:

Proposition 2.9 [Goodman and Plante 1979]. Let $\left\{V_{n}\right\}$ be an averaging sequence for $\mathscr{F}$, that is, a sequence of compact domains $V_{n}$ (of dimension $d$ ) in the leaves such that

$$
\lim _{n \rightarrow \infty} \frac{\operatorname{area}\left(\partial V_{n}\right)}{\operatorname{vol}\left(V_{n}\right)}=0
$$

where area denotes the $(d-1)$-volume and vol the $d$-volume with respect to the complete Riemannian metric along the leaves. Then $\left\{V_{n}\right\}$ gives rise to a transverse invariant measure $v$ whose support is contained in the saturated limit set $\lim _{n \rightarrow \infty} V_{n}=\left\{p \in M: \exists p_{n_{k}} \in V_{n_{k}}: p=\lim _{k \rightarrow \infty} p_{n_{k}}\right\}$.

Recall that a foliated $d$-form $\alpha \in \Omega^{d}(\mathscr{F})$ is a family of differentiable $d$-forms over the plaques of $\mathscr{A}$ depending continuously on the transverse parameter and agreeing on the intersection of each pair of foliated charts. A foliated $r$-cycle is a continuous linear functional $\xi: \Omega^{d}(\mathscr{F}) \rightarrow \mathbb{R}$ strictly positive on strictly positive forms, and null on exact forms with respect to the leafwise exterior derivative $d_{\mathscr{F}}$. Any averaging sequence $V_{n}$ defines the sequence of foliated currents

$$
\xi_{n}(\alpha)=\frac{1}{\operatorname{vol}\left(V_{n}\right)} \int_{V_{n}} \alpha
$$

where $\alpha$ is a foliated $d$-form. By passing to a subsequence, if necessary, we have a limit current $\xi=\lim _{n \rightarrow \infty} \xi_{n}$. Since the boundaries of the domains $V_{n}$ vanish asymptotically, Stokes' theorem implies that $\xi$ is a foliated $d$-cycle [Sullivan 1976].

## 3. Averaging sequences in the discrete setting

The main objective of this section is to prove the existence of a harmonic measure for an étale equivalence relation $\mathscr{R}$ that contains a modified averaging sequence. Initially, we will assume that $\mathscr{R}$ is given by a free action of a pseudogroup $\Gamma$ on a compact space $T$, but some generalizations will be discussed later. In Section 3A, we will define a weighted measure on the equivalence classes that will allow us to recall the notion of a modified averaging sequence introduced by V. A. Kaimanovich [1997; 2001]. Given a continuous cocycle $\delta: \mathscr{R} \rightarrow \mathbb{R}_{+}^{*}$, the Radon-Nikodým problem is to determine the set of probability measures $v$ on $T$
which are quasi-invariant and admit $\delta$ as their Radon-Nikodým derivative [Renault 2005]. Theorem 3.6 gives a positive answer to this problem in the presence of a modified averaging sequence.

3A. Quasi-invariant measures. Let $v$ be a quasi-invariant measure on $T$. As usual, we will assume that $v$ is a regular Borel measure that is finite on compact sets. Integrating the counting measures on the fibers of the left projection $\beta(y, z)=y$ with respect to $v$ gives the left counting measure $d \tilde{v}(y, z)=d \nu(y)$. Indeed, for each Borel set $A \subset \mathscr{R}$, we define

$$
\tilde{v}(A)=\int\left|A^{y}\right| d \mu(y)
$$

where $\left|A^{y}\right|$ is the cardinal of the set $A^{y}=\{z \in T:(y, z) \in A\} \subset \mathscr{R}[y]$. The same is valid for the right projection $\alpha(y, z)=z$, and we get the right counting measure $d \tilde{v}^{-1}(y, z)=d \tilde{v}(z, y)=d \nu(z)$. Then $\tilde{v}$ and $\tilde{v}^{-1}$ are equivalent measures if and only if $v$ is quasi-invariant, in which case the Radon-Nikodým derivative is given by $\delta(y, z)=d \tilde{v} / d \tilde{v}^{-1}(y, z)$. We refer to [Moore and Schochet 2006; Kaimanovich 1997; Renault 1980; 2005].

Definition 3.1. A cocycle with values in $\mathbb{R}_{+}^{*}$ is a map $\delta: \mathscr{R} \rightarrow \mathbb{R}_{+}^{*}$ satisfying $\delta(x, y) \delta(y, z)=\delta(x, z)$ for all $(x, y),(y, z) \in \mathscr{R}$.

The map $\delta$ is known as the Radon-Nikodým cocycle of ( $\mathscr{R}, T, v$ ).
Definition 3.2. Given a cocycle $\delta: \mathscr{R} \rightarrow \mathbb{R}_{+}^{*}$, the measure $|\cdot|_{y}$ on $\mathscr{R}[y]$ is given by $|z|_{y}=\delta(z, y)$ for all $z \in \mathscr{R}[y]$. Then, for a finite subset $A \subset \mathscr{R}[y]$,

$$
|A|_{y}=\sum_{z \in A} \delta(z, y)
$$

3B. Discrete averaging sequences. We want to give a sufficient condition to solve the Radon-Nikodým problem in the discrete setting. We state this condition using the notion of a modified averaging sequence; see [Kaimanovich 1997; 2001]:
Definition 3.3. Let $\delta: \mathscr{R} \rightarrow \mathbb{R}_{+}^{*}$ be a cocycle of $\mathscr{R}$. Let $\left\{A_{n}\right\}$ be a sequence of finite subsets of $T$ such that $A_{n} \subset \mathscr{R}\left[y_{n}\right]$ for each $n \in \mathbb{N}$. We will say that $\left\{A_{n}\right\}$ is a $\delta$-averaging sequence for $\Gamma$ if

$$
\lim _{n \rightarrow \infty} \frac{\left|\Delta_{\gamma} A_{n}\right|_{y_{n}}}{\left|A_{n}\right|_{y_{n}}}=0
$$

for all $\gamma \in \Gamma^{(1)}$. An equivalence class $\mathscr{R}[y]$ is $\delta$-Følner if $\mathscr{R}[y]$ contains a $\delta$ averaging sequence $\left\{A_{n}\right\}$ such that $\left|\partial A_{n}\right|_{y} /\left|A_{n}\right|_{y} \rightarrow 0$ as $n \rightarrow+\infty$.

By choosing a finite generating set for $\Gamma$, we can realize each equivalence class $\mathscr{R}[y]$ as the set of vertices of a graph. We will write $z \sim w$ for each pair of neighboring vertices $z$ and $w$ joined by an edge in $\mathscr{P}[y]$, and $\operatorname{deg} z$ for the number
of neighbors of $z \in \mathscr{R}[y]$. We will use $\mathscr{D}$ to denote the set of discontinuities of the degree function deg. Let $v$ be a quasi-invariant measure on $T$, and denote by $D: L^{\infty}(T, v) \rightarrow L^{\infty}(T, v)$ the Markov operator defined by

$$
D f(y)=\frac{1}{\operatorname{deg} y} \sum_{z \sim y} f(z)
$$

We use $D^{*}$ to denote the dual operator acting on the space of positive Borel measures on $T$, and

$$
\Delta: L^{\infty}(T, v) \rightarrow L^{\infty}(T, v)
$$

to denote the Laplace operator defined by $\Delta f(y)=D f(y)-f(y)$.
Definition 3.4. A quasi-invariant measure $v$ on $T$ is harmonic or stationary (for the simple random walk on $\mathscr{R}$ ) if for every bounded measurable function $f: T \rightarrow \mathbb{R}$, we have $\int \Delta f d \nu=0$.
Proposition 3.5 [Paulin 1999]. For a quasi-invariant measure $v$ on $T$, the following are equivalent:
(i) $v$ is harmonic.
(ii) $D^{*} \nu=v$.
(iii) The Radon-Nikodým cocycle $\delta: \mathscr{R} \rightarrow \mathbb{R}_{+}^{*}$ is harmonic, that is, for $v$-almost every $y \in T$ and every $z \in \mathscr{R}[y]$, we have

$$
\delta(z, y)=\frac{1}{\operatorname{deg} z} \sum_{w \sim z} \delta(w, y)
$$

Theorem 3.6. Let $\mathscr{R}$ be the orbit equivalence relation defined by a finitely generated pseudogroup $\Gamma$ acting freely on a compact space $T$. Let $\delta: \mathscr{R} \rightarrow \mathbb{R}_{+}^{*}$ be a continuous cocycle.
(i) Any $\delta$-averaging sequence $\left\{A_{n}\right\}$ gives rise to a positive Borel measure $v$ on $T$ whose support is contained in the limit set of $\left\{A_{n}\right\}$, which is quasi-invariant and has $\delta$ as its Radon-Nikodým cocycle.
(ii) If $\delta$ is harmonic and $v(\mathscr{D})=0$, then $v$ is a harmonic measure.

Proof. We start by constructing a sequence of probability measures $v_{n}$ given by

$$
v_{n}(B)=\frac{\left|B \cap A_{n}\right|_{y_{n}}}{\left|A_{n}\right|_{y_{n}}}
$$

for every Borel subset $B$ of $T$. By passing to a subsequence, the sequence $v_{n}$ converges in the weak topology to a positive Borel measure $v$ on $T$. First we will prove that $v$ is a quasi-invariant measure having a Radon-Nikodým cocycle equal to $\delta$. For every local transformation $\gamma \in \Gamma$ and every function $f \in C(T)$ with support on the range of $\gamma$, we have

$$
\int f(z) d\left(\gamma_{*} \nu\right)(z)=\int f(\gamma(y)) d v(y)=\lim _{n \rightarrow \infty} \frac{1}{\left|A_{n}\right|_{y_{n}}} \sum_{y \in A_{n}} f(\gamma(y)) \delta\left(y, y_{n}\right)
$$

and

$$
\begin{aligned}
\int f(y) \delta(z, y) d v(y) & =\lim _{n \rightarrow \infty} \frac{1}{\left|A_{n}\right|_{y_{n}}} \sum_{y \in A_{n}} f(y) \delta(\gamma(y), y) \delta\left(y, y_{n}\right) \\
& =\lim _{n \rightarrow \infty} \frac{1}{\left|A_{n}\right|_{y_{n}}} \sum_{y \in A_{n}} f(y) \delta\left(\gamma(y), y_{n}\right)
\end{aligned}
$$

where $z=\gamma(y)$. Therefore

$$
\begin{aligned}
0 & \leq\left|\int f(z) d\left(\gamma_{*} v\right)(z)-\int f(y) \delta(z, y) d \nu(y)\right| \\
& \leq \lim _{n \rightarrow \infty} \frac{1}{\left|A_{n}\right|_{y_{n}}}\left|\sum_{y \in A_{n}} f(\gamma(y)) \delta\left(y, y_{n}\right)-f(y) \delta\left(\gamma(y), y_{n}\right)\right| \\
& \leq \lim _{n \rightarrow \infty}\|f\|_{\infty} \frac{\left|\Delta_{\gamma} A_{n}\right|_{y_{n}}}{\left|A_{n}\right|_{y_{n}}}=0,
\end{aligned}
$$

and thus

$$
\int f(z) d\left(\gamma_{*} \nu\right)(z)=\int f(y) \delta(z, y) d \nu(y)
$$

proving (i).
We now prove that if $\delta$ is harmonic and $v(\mathscr{D})=0$, then $v$ is a harmonic measure. Observe that if $v(\mathscr{D})=0$, then $\Delta f$ is continuous $v$-almost everywhere, and therefore

$$
\int \Delta f d v=\lim _{n \rightarrow \infty} \int \Delta f d v_{n}
$$

for all $f \in C(T)$. If $\delta$ is harmonic, we have

$$
\begin{aligned}
\int \Delta f(y) d v_{n}(y) & \\
& =\frac{1}{\left|A_{n}\right|_{y_{n}}} \sum_{y \in A_{n}}\left(\frac{1}{\operatorname{deg} y} \sum_{z \sim y} f(z)-f(y)\right) \delta\left(y, y_{n}\right) \\
& =\frac{1}{\left|A_{n}\right|_{y_{n}}} \sum_{y \in A_{n}} \frac{1}{\operatorname{deg} y} \sum_{z \sim y} f(z) \delta\left(y, y_{n}\right)-f(y)\left(\frac{1}{\operatorname{deg} y} \sum_{z \sim y} \delta\left(z, y_{n}\right)\right) \\
& =\frac{1}{\left|A_{n}\right|_{y_{n}}} \sum_{y \in A_{n}} \frac{1}{\operatorname{deg} y} \sum_{z \sim y} f(z) \delta\left(y, y_{n}\right)-f(y) \delta\left(z, y_{n}\right)
\end{aligned}
$$

and then

$$
\begin{aligned}
0 & \leq\left|\int \Delta f(y) d v(y)\right| \\
& \leq \lim _{n \rightarrow \infty} \frac{1}{\left|A_{n}\right|_{y_{n}}}\left|\sum_{y \in A_{n}} \sum_{z \sim y} f(z) \delta\left(y, y_{n}\right)-f(y) \delta\left(z, y_{n}\right)\right| \\
& \leq \lim _{n \rightarrow \infty}\|f\|_{\infty} \sum_{\gamma \in \Gamma^{(1)}} \frac{\left|\Delta_{\gamma} A_{n}\right|_{y_{n}}}{\left|A_{n}\right|_{y_{n}}} \leq \lim _{n \rightarrow \infty} 2\|f\|_{\infty}\left|\Gamma^{(1)}\right| \frac{\left|\partial A_{n}\right|_{y_{n}}}{\left|A_{n}\right|_{y_{n}}}=0
\end{aligned}
$$

that is, $v$ is a harmonic measure.
A similar result can be found in [Schapira 2003]. In general, the second part of Theorem 3.6 remains valid when the Laplace operator $\Delta$ preserves continuous functions. This is always true when $\mathscr{D}=\varnothing$, as in the following case:

Corollary 3.7. Let $\mathscr{R}$ be the orbit equivalence relation defined by a group of finite type $\Gamma$ acting freely on a compact space $T$. Let $\delta: \mathscr{R} \rightarrow \mathbb{R}_{+}^{*}$ be a continuous harmonic cocycle. Any $\delta$-averaging sequence $\left\{A_{n}\right\}$ gives rise to a harmonic measure $\nu$ on $T$ supported by the limit set of $\left\{A_{n}\right\}$.

Arguing as for usual averaging sequences, we can extend Theorem 3.6 to any compactly generated pseudogroup $\Gamma$ acting freely on a locally compact Polish space $T$. Moreover, in the 0 -dimensional case, the degree function is again continuous. This applies in particular to solenoids [Benedetti and Gambaudo 2003] and laminations defined by repetitive graphs, which were introduced in [Ghys 1999] and studied in [Alcalde Cuesta et al. 2009; Blanc 2001; Lozano Rojo 2011]:

Corollary 3.8. Let $\mathscr{R}$ be the orbit equivalence relation defined by a compactly generated pseudogroup $\Gamma$ acting freely on a locally compact separable 0-dimensional space $T$. Let $\delta: \mathscr{R} \rightarrow \mathbb{R}_{+}^{*}$ be a continuous harmonic cocycle. Any $\delta$-averaging sequence $\left\{A_{n}\right\}$ gives rise to a harmonic measure $v$ on $T$ supported by the limit set of $\left\{A_{n}\right\}$.

In order to extend Theorem 3.6 to non-free actions, we can adopt two different strategies. Let us first recall that the notion of an equivalence relation is enough to describe the transverse structure of a lamination in the Borel context. More precisely, any Borel or topological lamination $\mathscr{F}$ induces a Borel equivalence relation $\mathscr{R}$ on a total transversal $T$ (compare to Remark 2.1) defined by the action of the holonomy pseudogroup. We refer to the Ph.D. thesis of M. Bermúdez [2004] for the definition of a Borel lamination. If $\mathscr{R}$ is a discrete Borel equivalence relation defined by the action of a Borel pseudogroup $\Gamma$ acting on a compact space $T$ and $\delta: \mathscr{R} \rightarrow \mathbb{R}_{+}^{*}$ is a Borel cocycle, then the proof of Theorem 3.6 remains valid. In the topological context, Theorem 3.6 is not exactly equivalent to the situation above because the transverse holonomy groupoid and the equivalence relation are
only Borel isomorphic on the residual set of leaves without holonomy. Another strategy consists of replacing étale equivalence relations with étale groupoids and proving that averaging sequences for stationary cocycles define stationary measures on groupoids. Details will be reported elsewhere.

## 4. Averaging sequences in the continuous setting

We are interested in stating Theorem 3.6 in the continuous setting, namely for a compact laminated space ( $M, \mathscr{F}$ ). Instead of working with quasi-invariant measures, we are going to use tangentially smooth measures. These form a larger class than harmonic measures. As previously mentioned, transverse invariant measures for foliations are rather rare, but harmonic measures always exist. Harmonic measures were introduced by L. Garnett [1983]. In Sections 4A and 4B we will study these measures and recall some notation. In Section 4C we will construct a differential foliated 1-form from a given cocycle. Finally, in Section 4D we will use this foliated form to prove the continuous analogue of Theorem 3.6.

4A. Tangentially smooth measures. Consider a regular Borel measure $\mu$ on $M$. Using a $C^{r}$ foliated atlas $\mathscr{A}$, we can give a local decomposition $\mu=\int \lambda_{i}^{y} d \nu_{i}(y)$ on each foliated chart $U_{i}$, where $\lambda_{i}^{y}$ is a measure on the plaque $\varphi_{i}^{-1}\left(P_{i} \times\{y\}\right)$ and $\nu_{i}$ a measure on $T_{i}$. In order to define the foliated Laplace operator $\Delta_{\mathscr{F}}$, we can always assume that $r \geq 3$ up to $C^{1}$-equivalence of foliated atlases, and we fix a tangentially $C^{r}$-smooth Riemannian metric $g$ along the leaves of $\mathscr{F}$.
Definition 4.1 [Alcalde Cuesta and Rechtman 2011]. A measure $\mu$ on $M$ is tangentially smooth if for every $i \in I$ and $\nu_{i}$-almost every $y \in T_{i}$, the measures $\lambda_{i}^{y}$ are absolutely continuous with respect to the Riemannian volume $d$ vol restricted to the plaque passing through $y$, and the density functions $h_{i}(x, y)=d \lambda_{i}^{y} / d \operatorname{vol}(x, y)$ are smooth functions of class $C^{r-1}$ on the plaques.

Observe that the local decomposition of $\mu$ is not necessarily unique. Let

$$
\left.\mu\right|_{U_{i}}=\int \lambda_{i}^{y} d v_{i}(y)=\int \bar{\lambda}_{i}^{y} d \bar{\nu}_{i}(y)
$$

be two decompositions. Then we obtain

$$
\int_{T_{i}} \int_{P_{i} \times\{y\}} h_{i}(x, y) d \operatorname{vol}(x, y) d v_{i}(y)=\int_{T_{i}} \int_{P_{i} \times\{y\}} \bar{h}_{i}(x, y) d \operatorname{vol}(x, y) d \bar{\nu}_{i}(y),
$$

and we can consider the Radon-Nikodým derivative $\delta_{i}(y)=d \nu_{i} / d \bar{\nu}_{i}(y)$ such that $\bar{h}_{i}(x, y)=\delta_{i}(y) h_{i}(x, y)$. This situation arises naturally in the intersection of two foliated charts $U_{i}$ and $U_{j}$. Indeed, if $U_{i} \cap U_{j} \neq \varnothing$, we have

$$
\left.\mu\right|_{U_{i} \cap U_{j}}=\int \lambda_{i}^{y} d v_{i}(y)=\int \lambda_{j}^{y} d v_{j}(y)
$$

Thus, as before, we deduce that

$$
\begin{equation*}
\delta_{i j}(y)=\frac{d \nu_{i}}{d\left(\left(\gamma_{j i}\right)_{*} v_{j}\right)}(y)=\frac{h_{j}\left(\varphi_{i j}^{y}(x), \gamma_{i j}(y)\right)}{h_{i}(x, y)} . \tag{4-1}
\end{equation*}
$$

Then the functions $h_{i}$ satisfy $\log h_{j}-\log h_{i}=\log \delta_{i j}$ on $U_{i} \cap U_{j}$. Since $\delta_{i j}$ is a function on $T_{i}$, we have that $d_{\mathscr{F}} \log h_{i}=d_{\mathscr{F}} \log h_{j}$. Then $\eta=d_{\mathscr{F}} \log h_{i}$ is a welldefined foliated 1-form of class $C^{r-2}$ along the leaves, which makes it possible to estimate the transverse measure distortion under the holonomy.

Definition 4.2. The foliated 1-form $\eta$ is the modular form of $\mu$.

## 4B. Harmonic measures.

Definition 4.3 [Garnett 1983]. We will say that $\mu$ is harmonic if $\int \Delta_{\mathscr{F}} f d \mu=0$ for every continuous tangentially $C^{r-1}$-smooth function $f: M \rightarrow \mathbb{R}$.

According to [Garnett 1983, Theorem 1], any harmonic measure is an example of a tangentially smooth measure since the densities $h_{i}$ are positive harmonic functions of class $C^{r-1}$ on the plaques. In particular, any transverse invariant measure combined with the Riemannian volume on the leaves gives a harmonic measure which is called completely invariant. A harmonic measure $\mu$ is completely invariant if and only if $\eta=0$; we refer to [Candel 2003, Corollary 5.5]. In the general harmonic case, the following proposition states some properties of the modular form. This proposition is a refined version of [Deroin 2003, Lemma 4.19].

Proposition 4.4 [Deroin 2003]. If $\mu$ is a harmonic measure, then $\eta$ is a bounded foliated 1-form which admits a uniformly tangentially Lipschitz primitive $\log h$ on the residual set of leaves without holonomy.

Proof. Let $\mathscr{A}=\left\{\left(U_{i}, \phi_{i}\right)\right\}_{i \in I}$ be a good $C^{r}$ foliated atlas of ( $M, \mathscr{F}$ ), and $h_{i}$ the local density functions of $\mu$. Let us first observe that since the functions $h_{i}$ coincide on the intersections of the plaques modulo multiplication by a constant, they define a primitive of the induced 1 -form on the holonomy covering of each leaf $L$. If $\mathscr{F}$ has no essential holonomy, the functions $\log h_{i}$ can be glued together to obtain a measurable global primitive $\log h$ of $\eta$. In general, the modular form $\eta$ admits a continuous primitive $\log h$ on the residual set of leaves without holonomy. Now let us assume that $\mathscr{A}$ is a refinement of a good atlas $\mathscr{A}^{\prime}=\left\{\left(U_{i}^{\prime}, \phi_{i}^{\prime}\right)\right\}_{i \in I}$, and $h_{i}^{\prime}$ are the corresponding local densities. Thus, every plaque of $U_{i}$ is relatively compact in a plaque of $U_{i}^{\prime}$. In fact, using a vertical reparametrization, we can suppose that $\phi_{i}^{-1}\left(P_{i} \times\{y\}\right) \subset\left(\phi_{i}^{\prime}\right)^{-1}\left(P_{i}^{\prime} \times\{y\}\right)$ for every $y \in T_{i}$. There exists a relatively compact open set $V \subset P_{i}^{\prime}$ such that $\phi_{i}^{-1}\left(P_{i} \times\{y\}\right) \subset\left(\phi_{i}^{\prime}\right)^{-1}(V \times\{y\})$ for every $y \in T_{i}$. Since $h_{i}$ is harmonic, the Harnack inequality implies the existence of a constant $C_{i}>0$
such that

$$
\begin{equation*}
\frac{1}{C_{i}} \leq \frac{h_{i}(x, y)}{h_{i}\left(x_{0}, y\right)} \leq C_{i} \tag{4-2}
\end{equation*}
$$

for all $x, x_{0} \in P_{i}$ and for all $y \in T_{i}$. Since the atlases $\mathscr{A}$ and $\mathscr{A}^{\prime}$ are finite, the primitive $\log h$ is uniformly Lipschitz in the tangential coordinate $x$.

4C. Modular form associated to a cocycle. We now describe how to construct a modular 1-form $\eta \in \Omega^{1}(\mathscr{F})$ from a Borel or continuous cocycle $\delta: \mathscr{R} \rightarrow \mathbb{R}_{+}^{*}$. For simplicity, $\mathscr{R}$ is endowed here with the natural Borel or topological structure induced by the Borel or topological groupoid structure on the transverse holonomy groupoid $G$ formed by the germs $\langle\gamma\rangle_{y}$ of the elements $\gamma$ of $\Gamma$ at the points $y$ of their domains; see [Moore and Schochet 2006]. The natural projection

$$
(\beta, \alpha):\langle\gamma\rangle_{y} \in G \mapsto(y, \gamma(y)) \in \mathscr{R}
$$

becomes an isomorphism of Borel or topological groupoids in restriction to the residual set of leaves without holonomy. Equivalently, we can consider a Borel or continuous cocycle $\delta: G \rightarrow \mathbb{R}_{+}^{*}$ projectable on $\mathscr{R}$.

We start by considering tangentially $C^{r}$-smooth Borel or continuous functions $c_{k i}: U_{i} \cap U_{k} \rightarrow \mathbb{R}$ given by

$$
c_{k i}\left(\varphi_{k}^{-1}(x, y)\right)=\log \delta_{k i}(y)
$$

where $\delta_{k i}(y)=\delta\left(y, \gamma_{k i}(y)\right)$ for all $(x, y) \in P_{k} \times T_{k}$. By choosing a tangentially $C^{r}-$ smooth partition of unity $\left\{\rho_{i}\right\}_{i=1}^{m}$ subordinated to the foliated atlas $\mathscr{A}$, we can glue the functions $c_{k i}$ obtaining tangentially $C^{r}$-smooth Borel or continuous functions $c_{i}: U_{i} \rightarrow \mathbb{R}$ given by

$$
c_{i}=\sum_{k=1}^{m} \rho_{k} c_{k i}
$$

The cocycle condition implies that $c_{i j}=c_{k j}-c_{k i}$, so that

$$
c_{j}-c_{i}=\sum_{k=1}^{m} \rho_{k} c_{k j}-\sum_{k=1}^{m} \rho_{k} c_{k i}=\left(\sum_{k=1}^{m} \rho_{k}\right) c_{i j}=c_{i j}
$$

Hence, for each $i=1, \ldots, m$, we can define a tangentially $C^{r-1}$-smooth Borel or continuous foliated 1-form

$$
\eta_{i}=\sum_{k=1}^{m}\left(d_{\mathscr{F}} \rho_{k}\right) c_{k i}
$$

on $U_{i}$. Each local 1-form $\eta_{i}$ is exact:

$$
\eta_{i}=\sum_{k=1}^{m}\left(d_{\mathscr{F}} \rho_{k}\right) c_{k i}=d_{\mathscr{F}} c_{i}=d_{\mathscr{F}} \log h_{i},
$$

where $h_{i}=e^{c_{i}}: U_{i} \rightarrow \mathbb{R}_{+}^{*}$ is a Borel or continuous function of class $C^{r}$ along the leaves.

Proposition 4.5. There is a well defined Borel or continuous closed foliated 1-form $\eta \in \Omega^{1}(\mathscr{F})$ such that $\left.\eta\right|_{U_{i}}=\eta_{i}$.
Proof. For each pair $i, j \in\{1, \ldots, m\}$, we have that

$$
\eta_{j}-\eta_{i}=\sum_{k=1}^{m}\left(d_{\mathscr{F}} \rho_{k}\right) c_{k j}-\sum_{k=1}^{m}\left(d_{\mathscr{F}} \rho_{k}\right) c_{k i}=\left(\sum_{k=1}^{m} d_{\mathscr{F}} \rho_{k}\right) c_{i j}=0
$$

on $U_{i} \cap U_{j}$. So the 1-form $\eta$ is well defined, Borel, or continuous, and closed.
Definition 4.6. The foliated 1-form $\eta$ is the modular form of $\delta$.
Remark 4.7. (i) The modular form $\eta$ depends on the choice of the partition of unity, but its cohomology class does not.
(ii) As for harmonic measures, the modular form $\eta$ of a Borel or continuous cocycle $\delta$ admits a Borel or continuous primitive $\log h$ on the residual set of leaves without holonomy. Thus, assuming that $\mathscr{F}$ has no holonomy (or passing to the holonomy covers of the leaves), we may find a global Borel or continuous primitive on $M$ (respectively, a Borel or continuous primitive on the holonomy groupoid $\operatorname{Hol}(\mathscr{F})$ ); see [Alcalde Cuesta and Rechtman 2011].

4D. Continuous averaging sequences. In the present setting, we can reformulate the Radon-Nikodým problem as the problem of determining tangentially smooth measures $\mu$ on $M$ which admit $\eta$ as their modular form. The aim of this section is to establish Theorem 3.6 for laminations. First we need a continuous analog of Definition 3.3. Consider a $d$-dimensional lamination $\mathscr{F}$ of class $C^{r}$ on a compact space $M$, endowed with a tangentially $C^{r}$-smooth Riemannian metric $g$, and a continuous cocycle $\delta: \mathscr{R} \rightarrow \mathbb{R}_{+}^{*}$. The modular form $\eta$ admits a continuous tangentially $C^{r}$-smooth primitive $\log h$ on the residual set of leaves without holonomy. On each leaf $L_{y}$ without holonomy and passing through $y \in T$, we can multiply $g$ by the normalized density function $h / h(y)$ to obtain a modified metric $(h / h(y)) g$.

Definition 4.8. Let $\left\{V_{n}\right\}$ be a sequence of compact domains with boundary contained in a sequence of leaves without holonomy $L_{y_{n}}$. We will say that $\left\{V_{n}\right\}$ is a $\eta$-averaging sequence for $\mathscr{F}$ if

$$
\lim _{n \rightarrow \infty} \frac{\operatorname{area}_{\eta}\left(\partial V_{n}\right)}{\operatorname{vol}_{\eta}\left(V_{n}\right)}=0
$$

where area $_{\eta}$ denotes the $(d-1)$-volume and vol $_{\eta}$ the $d$-volume with respect to the modified metric along $L_{y_{n}}$. A leaf $L_{y}$ is $\eta$-Følner if it contains an $\eta$-averaging sequence $\left\{V_{n}\right\}$ such that $\operatorname{area}_{\eta}\left(\partial V_{n}\right) / \operatorname{vol}_{\eta}\left(V_{n}\right) \rightarrow 0$ as $n \rightarrow+\infty$.

Remark 4.9. (i) The isoperimetric ratio area $a_{\eta}\left(\partial V_{n}\right) / \operatorname{vol}_{\eta}\left(V_{n}\right)$ does not depend on the choice of $y$ or $h$ in the second definition. This justifies our notation here, which differs slightly from that used in [Alcalde Cuesta and Rechtman 2011].
(ii) When $\mu$ is a completely invariant harmonic measure, the normalized density function is equal to one, and thus the modified volume and the Riemannian volume coincide. Hence we recover the common definition of an averaging sequence.
(iii) For harmonic measures, Harnack's inequalities (4-2) imply that the modified volume of the plaques and the modified area of their boundaries remain uniformly bounded.

Theorem 4.10. Let $(M, \mathscr{F})$ be a $C^{r}$ lamination of a compact space $M, 1 \leq r \leq$ $\infty$, and let $\mathscr{R}$ be the equivalence relation induced by $\mathscr{F}$ on a total transversal $T$. Consider a continuous cocycle $\delta: \mathscr{R} \rightarrow \mathbb{R}_{+}^{*}$, and let $\eta$ be the modular form of $\delta$. Assume that $\mathscr{F}$ admits a foliated atlas such that the modified volume of the plaques is bounded.
(i) Any $\eta$-averaging sequence $\left\{V_{n}\right\}$ for $\mathscr{F}$ gives rise to a tangentially smooth measure $\mu$ whose support is contained in the limit set of $\left\{V_{n}\right\}$ and whose modular form is equal to $\eta$.
(ii) If $\eta$ has a primitive $\log h$ such that $h$ is a harmonic function, then $\mu$ is a harmonic measure.

Proof. As in the discrete case, we will start by constructing a sequence of foliated $d$-currents

$$
\xi_{n}(\alpha)=\frac{1}{\operatorname{vol}_{\eta}\left(V_{n}\right)} \int_{V_{n}} \frac{h}{h\left(y_{n}\right)} \alpha
$$

where $\alpha$ is a foliated $d$-form. By passing to a subsequence, the sequence $\xi_{n}$ converges to a foliated $d$-current $\xi$. Let $\mu$ be the measure on $M$ associated with the current $\xi$. For every function $f \in C(T)$, we have $\int f d \mu=\xi(f \omega)$, where $\omega=d$ vol is the volume form along the leaves.

Now, we will prove that $\mu$ is a tangentially smooth measure with modular form $\eta$. Consider a good $C^{r}$ foliated atlas $\mathscr{A}=\left\{\left(U_{i}, \phi_{i}\right)\right\}_{i \in I}$ obtained by refinement from a given good atlas, and whose plaques have bounded modified volume. As we mentioned before, up to $C^{1}$-equivalence, we can now assume that $r \geq 3$. Since the modified volume of the plaques of $\mathscr{A}$ and the modified area of their boundaries remain bounded, the traces $A_{n}=V_{n} \cap T$ of the domains $V_{n}$ on the total transversal $T$ form a $\delta$-averaging sequence, as in Definition 3.3. In fact, since $V_{n}$ is covered by the plaques $P_{y}$ of $\mathscr{A}$ centered at the points $y$ of $A_{n}$, we have

$$
\operatorname{vol}_{\eta}\left(V_{n}\right)=\int_{V_{n}} \omega_{\eta} \leq \sum_{y \in A_{n}} \int_{P_{y}} \omega_{\eta}=\sum_{y \in A_{n}}\left(\int_{P_{y}} \frac{h(x, y)}{h(0, y)} d \operatorname{vol}(x, y)\right) \delta\left(y, y_{n}\right),
$$

where $\omega_{\eta}$ is the modified volume form along the leaves and $h(x, y)$ denotes the density function restricted to a foliated chart $U_{y}$ containing the plaque $P_{y}$. Then there is a constant $C>0$ such that $\operatorname{vol}_{\eta}\left(V_{n}\right) \leq C\left|A_{n}\right|_{y_{n}}$. Actually, we can choose $C>0$ such that $1 / C \leq \operatorname{vol}_{\eta}\left(V_{n}\right) /\left|A_{n}\right|_{y_{n}} \leq C$. Thus, by passing to a subsequence, we may assume that the ratio $\operatorname{vol}_{\eta}\left(V_{n}\right) /\left|A_{n}\right|_{y_{n}}$ converges to a constant $c>0$. Now, as stated in the proof of Theorem 3.6, we may also assume that the sequence of measures $v_{n}(B)=\left|B \cap A_{n}\right|_{y_{n}} /\left|A_{n}\right|_{y_{n}}$ converge to a quasi-invariant measure $v$ on $T$ whose Radon-Nikodým derivative is equal to $\delta$. Combined with the modified Riemannian volume along the leaves, this transverse measure gives us a tangentially smooth measure $\mu^{\prime}$ on $M$. Thus, for every function $f \in C(M)$ with support in $U_{i}$, we have

$$
\int f d \mu^{\prime}=\int_{T_{i}} \int_{P_{i} \times\{y\}} f(x, y) \frac{h_{i}(x, y)}{h_{i}(0, y)} d \operatorname{vol}(x, y) d \nu(y) .
$$

Then

$$
\begin{align*}
\int f d \mu^{\prime} & =\lim _{n \rightarrow+\infty} \frac{1}{\left|A_{n}\right|_{y_{n}}} \sum_{y \in V_{n} \cap T_{i}}\left(\int_{P_{i} \times\{y\}} f(x, y) \frac{h_{i}(x, y)}{h_{i}(0, y)} \operatorname{dvol}(x, y)\right) \delta\left(y, y_{n}\right)  \tag{4-3}\\
& =\lim _{n \rightarrow+\infty} \frac{1}{\left|A_{n}\right|_{y_{n}}} \sum_{y \in V_{n} \cap T_{i}} \int_{P_{i} \times\{y\}} f \omega_{\eta} .
\end{align*}
$$

On the other hand, by definition, we have

$$
\begin{align*}
\int f d \mu=\xi(f \omega) & =\lim _{n \rightarrow+\infty} \frac{1}{\operatorname{vol}_{\eta}\left(V_{n}\right)} \int_{V_{n}} f \omega_{\eta}  \tag{4-4}\\
& =\lim _{n \rightarrow+\infty} \frac{1}{\operatorname{vol}_{\eta}\left(V_{n}\right)} \sum_{y \in V_{n} \cap T_{i}} \int_{P_{i} \times\{y\}} f \omega_{\eta} .
\end{align*}
$$

Comparing identities (4-3) and (4-4), we deduce that $\mu=(1 / c) \mu^{\prime}$ is a tangentially smooth measure with modular form $\eta$.

To conclude, we will prove that $\mu$ is harmonic when $h$ is harmonic. We will start by denoting the normalized density functions on the leaves $L_{y_{n}}$ by $h_{n}=h / h\left(y_{n}\right)$. Since the Laplace operator $\Delta_{\mathscr{F}}$ preserves continuous functions, we have

$$
\int \Delta_{\mathscr{F}} f d \mu=\lim _{n \rightarrow \infty} \frac{1}{\operatorname{vol}_{h}\left(V_{n}\right)} \int_{V_{n}}\left(\Delta_{\mathscr{F}} f\right) h_{n} \omega
$$

for all $f \in C(T)$. Green's formula implies that

$$
\int_{V_{n}}\left(\Delta_{\mathscr{F}} f\right) h_{n} \omega=\int_{V_{n}}\left(\left(\Delta_{\mathscr{F}} f\right) h_{n}-f\left(\Delta_{\mathscr{F}} h_{n}\right) \omega=\int_{\partial V_{n}} h_{n} \iota_{\operatorname{grad}(f)} \omega-f \iota_{\operatorname{grad}\left(h_{n}\right)} \omega .\right.
$$

Since $h_{n}$ is harmonic, we have

$$
\int_{\partial V_{n}}\left\lfloor\operatorname{grad}\left(h_{n}\right) \omega=\int_{V_{n}} \operatorname{div}\left(\operatorname{grad}\left(h_{n}\right)\right) \omega=\int_{V_{n}}\left(\Delta \mathscr{F} h_{n}\right) \omega=0\right.
$$

and then

$$
0 \leq\left|\int_{\partial V_{n}} f \iota_{\operatorname{grad}\left(h_{n}\right)} \omega\right| \leq\|f\|_{\infty} \int_{\partial V_{n}} \iota_{\operatorname{grad}\left(h_{n}\right)} \omega=0
$$

for all $n \in \mathbb{N}$. On the other hand, since $f$ is bounded, there exists a constant $k>0$ depending only on $f$, such that

$$
0 \leq\left|\frac{1}{\operatorname{vol}_{h}\left(V_{n}\right)} \int_{\partial V_{n}} h_{n} \iota_{\operatorname{grad}(f)} \omega\right| \leq \lim _{n \rightarrow \infty} k \frac{\operatorname{area}_{\eta}\left(\partial V_{n}\right)}{\operatorname{vol}_{\eta}\left(V_{n}\right)}=0
$$

Therefore

$$
\int \Delta_{\mathscr{F}} f d \mu=\lim _{n \rightarrow \infty} \frac{1}{\operatorname{vol}_{h}\left(V_{n}\right)} \int_{V_{n}}\left(\Delta_{\mathscr{F}} f\right) h_{n} \omega=0
$$

that is, $\mu$ is a harmonic measure.
Remark 4.11. (i) If $\delta: \mathscr{R} \rightarrow \mathbb{R}_{+}^{*}$ is a Borel cocycle with modular form $\eta$, Theorem 4.10 also remains valid. So any $\eta$-averaging sequence for $\mathscr{F}$ gives rise to a tangentially smooth measure $\mu$ that is harmonic when $\eta$ admits a primitive $\log h$ such that $h$ is a harmonic function.
(ii) According to Remark 4.7(ii), the notion of $\eta$-Følner may be applied to the holonomy covers of the leaves of $\mathscr{F}$. Thus it suffices to replace $\mathscr{F}$ with the lifted lamination in the holonomy groupoid $\operatorname{Hol}(\mathscr{F})$ in order to globalize the previous result. As in the discrete setting, details will be discussed elsewhere.

## 5. Examples

5A. Discrete averaging sequences for amenable non-Følner actions. There are amenable actions of nonamenable discrete groups whose orbits contain averaging sequences [Kaimanovich 2001]. For example, let $\partial \Gamma$ be the space of ends of the free group $\Gamma$ with two generators $\alpha$ and $\beta$ whose elements are infinite words $x=\gamma_{1} \gamma_{2} \ldots$ with letters $\gamma_{n}$ in $\Phi=\left\{\alpha^{ \pm 1}, \beta^{ \pm 1}\right\}$. If $v$ denotes the equidistributed probability measure on $\partial \Gamma$ (such that all cylinders consisting of infinite words with fixed first $n$ letters have the same measure), then $\Gamma$ acts essentially freely on $\partial \Gamma$ by sending each generator $\gamma$ and each infinite word $x=\gamma_{1} \gamma_{2} \ldots$ to $\gamma . x=\gamma \gamma_{1} \gamma_{2} \ldots$. Since this action is amenable, according to [Kaimanovich 1997, Theorem 2], we know that $v$-almost every orbit is $\delta$-Følner (where $\delta$ is the Radon-Nikodým derivative of $v$ ); see also [Alcalde Cuesta and Rechtman 2011, Proposition 4.1]. We recall here an explicit construction by Kaimanovich [2001].

For each $x \in \partial \Gamma$, let $b_{x}: \Gamma \rightarrow \mathbb{R}$ be the Busemann function defined by

$$
b_{x}(\gamma)=\lim _{n \rightarrow+\infty}\left(d_{\Gamma}\left(\gamma, x_{[n]}\right)-d_{\Gamma}\left(1, x_{[n]}\right)\right),
$$

where $d_{\Gamma}$ is the Cayley graph metric, $x_{[n]}$ is the word consisting of the first $n$ letters of $x$, and 1 is the identity element. The level sets $H_{k}(x)=\left\{\gamma \in \Gamma: b_{x}(\gamma)=k\right\}$, are
the horospheres centered at $x$. The Radon-Nikodým derivative of $v$ is given by

$$
\delta\left(\gamma^{-1} \cdot x, x\right)=\frac{d \gamma \cdot \nu}{d \nu}(x)=3^{-b_{x}(\gamma)}
$$

where $\gamma . v$ is the translation of $v$ by $\gamma$. Since $|\cdot|_{x}=\delta(\cdot, x)$ is a harmonic measure on $\Gamma . x, v$ is also a harmonic measure. In fact, as stated in [Kaimanovich 2000, Theorem 17.4], $v$ is the unique harmonic probability measure on $\partial \Gamma$.

Let $A_{n}^{x}$ be the set of all points $\gamma^{-1} . x$ in $\Gamma . x$ such that $0 \leq b_{x}(\gamma)=d_{\Gamma}(1, \gamma) \leq n$. Since

$$
\left|A_{n}^{x} \cap H_{k}(x)\right|_{x}=\sum_{b_{x}(\gamma)=d_{\Gamma}(1, \gamma)=k} \delta\left(\gamma^{-1} \cdot x, x\right)=3^{k} \frac{1}{3^{k}}=1
$$

for all $0 \leq k \leq n$, we have that $\left|A_{n}\right|_{x}=n+1$. But $\partial A_{n}^{x}=\{1\} \cup\left(A_{n}^{x} \cap H_{n}(x)\right)$, and so $\left|\partial A_{n}^{x}\right|_{x}=2$. The $\delta$-averaging sequence $\left\{A_{n}^{x}\right\}$ defines a harmonic measure (which is equal to $v$ up to multiplication by a constant).

5B. Averaging sequences for hyperbolic surfaces. The geodesic and horocycle flows are classical examples of flows on the unitary tangent bundle of a compact hyperbolic surface. They are given by the right actions of the diagonal subgroup

$$
D=\left\{\left(\begin{array}{cc}
e^{t / 2} & 0 \\
0 & e^{-t / 2}
\end{array}\right): t \in \mathbb{R}\right\}
$$

and the unipotent subgroup

$$
H^{+}=\left\{\left(\begin{array}{ll}
1 & s \\
0 & 1
\end{array}\right): s \in \mathbb{R}\right\}
$$

of $G=\operatorname{PSL}(2, \mathbb{R})$ on the quotient $\Gamma \backslash G$ by the left action of a uniform lattice $\Gamma$. If $\mathbb{H}$ denotes the hyperbolic plane, we can identify $\Gamma \backslash G$ with the unitary tangent bundle of the compact hyperbolic surface $\Gamma \backslash \mathbb{W}$. The right action of the normalizer $A$ of $H^{+}$in $\operatorname{PSL}(2, \mathscr{R})$ defines a foliation $\mathscr{F}$ by Riemann surfaces on $\Gamma \backslash G$. Since $A$ is an amenable group, $\mathscr{F}$ is an amenable non-Følner foliation. Moreover, there is an $A$-invariant measure $\mu$ on $\Gamma \backslash G$. Garnett [1983] proved that $\mu$ is a harmonic measure by describing its density function on a foliated chart.

We can identify $G / A$ with the boundary $\partial \uplus$ by sending each coset of $A$ in $G$ to the center of the horocycle defined by the corresponding coset of $H^{+}$in $G$. For each point $z \in \mathbb{H}$, there is a unique probability measure $\nu_{z}$ on $\partial \mathbb{H}$ which is invariant by the action of all isometries of $\mathbb{H}$ fixing $z$. This measure is the image of the normalized Lebesgue measure on the circle of the tangent plane at $z$ under the exponential map, and is called the visual measure at $z$. According to [Garnett 1983, Proposition 2], the normalized density function is given by $d \nu_{z} / d \nu_{z_{0}}(x)$ where
$z, z_{0} \in \mathbb{H}$ and $x \in \partial \mathbb{H}$. In particular, for $x=\infty$, we have

$$
\frac{d v_{z}}{d v_{z_{0}}}(\infty)=\frac{y}{y_{0}},
$$

where $z=x+i y$ and $z_{0}=x_{0}+i y_{0}$. In the leaf passing through $x=\infty$, the sequence $V_{n}^{\infty}=\left\{z \in \mathbb{H}:-1 \leq x \leq 1, e^{-n} \leq y \leq 1\right\}$ becomes an $\eta$-averaging sequence (where $\eta$ is the modular form of $\mu)$. Indeed, on the one hand, we have

$$
\operatorname{area}_{\eta}\left(V_{n}^{\infty}\right)=\int_{V_{n}^{\infty}} \frac{d v_{z}}{d v_{i}}(\infty) d \operatorname{vol}(z)=\int_{V_{n}^{\infty}} y \frac{d x \wedge d y}{y^{2}}=\int_{1}^{1} d x \int_{e^{-n}}^{1} \frac{d y}{y}=2 n
$$

On the other hand, the modified length of a smooth curve $\sigma(t)=x(t)+i y(t)$ (with $0 \leq t \leq l)$ is given by length ${ }_{\eta}(\sigma)=\int_{0}^{l} \sqrt{x^{\prime}(t)^{2}+y^{\prime}(t)^{2}} d t$, and so we have

$$
\text { length }_{\eta}\left(\partial V_{n}^{\infty}\right)=2\left(2+\left(1-e^{n}\right)\right) \leq 6
$$

As before, this $\eta$-averaging sequence defines a harmonic measure (which is equal to $\mu$ up to multiplication by a constant). In fact, all leaves are $\eta$-Følner since for each point $x \in \partial \mathbb{H}$ obtained as the image of $\infty$ under $g \in G$, the sets $V_{n}^{x}=g\left(V_{n}^{\infty}\right)$ form an $\eta$-averaging sequence in the leaf passing through $x$.

5C. Averaging sequences for torus bundles over the circle. In conclusion, we will now present other examples of foliations on homogeneous spaces studied by É. Ghys and V. Sergiescu [1980]. Each matrix $A \in \operatorname{SL}(2, \mathbb{Z})$ with $|\operatorname{tr}(A)|>2$ defines a natural representation $\varphi: \mathbb{Z} \rightarrow \operatorname{Aut}\left(\mathbb{Z}^{2}\right)$ which extends to a representation $\Phi: \mathbb{R} \rightarrow \operatorname{Aut}\left(\mathbb{R}^{2}\right)$ given by $\Phi(t)=A^{t}$. If $\lambda>1$ and $\lambda^{-1}<1$ are the eigenvalues of $A$, then $\Phi$ is conjugated to the representation $\Phi_{0}$ given by

$$
\Phi_{0}(t)=\left(\begin{array}{cc}
\lambda^{t} & 0 \\
0 & \lambda^{-t}
\end{array}\right) .
$$

Let $T_{A}^{3}$ be the homogeneous space obtained as the quotient of the Lie group $G=$ $\mathbb{R}^{2} \rtimes_{\Phi} \mathbb{R}$ with group law $(x, y, t) .\left(x^{\prime}, y^{\prime}, t^{\prime}\right)=\left((x, y)+A^{t}\left(x^{\prime}, y^{\prime}\right), t+t^{\prime}\right)$ by the uniform lattice $\Gamma=\mathbb{Z}^{2} \rtimes_{\varphi} \mathbb{Z}$ with a similar law. Observe that $G$ is isomorphic to the solvable group $\mathrm{Sol}^{3}=\mathbb{R}^{2} \rtimes_{\Phi_{0}} \mathbb{R}$ with group law

$$
(x, y, t) \cdot\left(x^{\prime}, y^{\prime}, t^{\prime}\right)=\left(x+\lambda^{t} x^{\prime}, y+\lambda^{-t} y^{\prime}, t+t^{\prime}\right)
$$

(where $x$ and $y$ are the first and second coordinate with respect to the eigenbasis) and $T_{A}^{3}$ is diffeomorphic to the quotient of $\mathrm{Sol}^{3}$ by a uniform lattice $\Gamma_{0}$. The right action of the image $A$ of the monomorphism

$$
(a, b) \in \mathbb{R} \rtimes \mathbb{R}_{+}^{*} \mapsto\left(a, 0, \frac{\log b}{\log \lambda}\right) \in \operatorname{Sol}^{3}
$$

defines a foliation $\mathscr{F}$ on $T_{A}^{3}$. The Lebesgue measure on $T_{A}^{3}$ defined by the volume form $\Omega=d x \wedge d y \wedge d t$ is a tangentially smooth measure. Since the Riemannian
volume along the right orbits is given by

$$
\frac{d a \wedge d b}{b^{2}}=(\log \lambda) \lambda^{-t} d x \wedge d t
$$

the density function is equal to $\lambda^{t} / \log \lambda$. In the orbit of the identity element, the sequence $V_{n}=\left\{(a, b) \in A:-1 \leq a \leq 1, e^{-n \log \lambda} \leq b \leq 1\right\}$ becomes an $\eta$-averaging sequence (where $\eta$ is the modular form of $\mu$ ). Indeed, on the one hand, we have

$$
\operatorname{area}_{\eta}\left(V_{n}\right)=\int_{V_{n}} \frac{1}{\log \lambda} \lambda^{t}(\log \lambda) \lambda^{-t} d x \wedge d t=\int_{1}^{1} d x \int_{-n}^{0} d t=2 n
$$

On the other hand, the modified length of a smooth curve $\sigma(t)=(a(t), b(t))$ (with $0 \leq t \leq L)$ is given by length $(\sigma)=\int_{0}^{L} \sqrt{a^{\prime}(t)^{2}+b^{\prime}(t)^{2}} d t$, and so we have that

$$
\text { length }_{\eta}\left(\partial V_{n}\right)=2\left(2+\left(1-e^{n \log \lambda}\right)\right) \leq 6
$$

By replacing the orbit corresponding to $y=0$ with another orbit, it is easy to see that all leaves are $\eta$-Følner. As in the previous example, all $\eta$-averaging sequences define (up to multiplication by a constant) the same harmonic measure, the Lebesgue measure.

## 6. Final comments

6A. Discrete and continuous averaging sequences. Comparing the discrete and continuous settings, a natural question arises: what is the relation between $\delta$ averaging and $\eta$-averaging sequences? Let us first notice that repeating the same argument as in the classical case (see [Kanai 1985, Theorem 4.1]), the boundedness condition derived from Harnack's inequalities in Remark 4.9(iii) implies that the leaf $L_{y}$ is $\eta$-Følner if and only if the equivalence class $\mathscr{R}[y]$ is $\delta$-Følner. But then what is the relation between the harmonic measures defined by $\delta$-averaging and $\eta$-averaging sequences? In this case, the answer is more subtle, and we have to use an important result of R. Lyons and Sullivan [1984], completed later by Kaimanovich [1992] and, independently, by W. Ballman and F. Ledrappier [1996], about the discretization of harmonic functions on Riemannian manifolds. First, according to [Lyons and Sullivan 1984, Theorem 6], if $\mu$ is a harmonic measure, then the transverse measure $v$ (well defined up to equivalence) is $\pi$-harmonic, where $\pi$ is a transition kernel defining a random walk on $\mathscr{R}$, different from the simple random walk considered in Definition 3.4. Reciprocally, assuming that $T$ admits a relatively compact neighborhood which meets almost every leaf in a recurrent set, [Ballmann and Ledrappier 1996, Main Theorem] implies that $\mu$ is harmonic if $v$ is $\pi$-harmonic.

6B. Amenability. It is not a coincidence that all the examples in Section 5 are amenable: according to a result of Kaimanovich [1997], amenable foliations admit
always averaging sequences. In fact, if $\mathscr{F}$ is an amenable foliation with respect to a tangentially smooth measure $\mu$, then $\mathscr{F}$ is $\eta$ - Følner, that is, $\mu$-almost every leaf is $\eta$-Følner; see [Alcalde Cuesta and Rechtman 2011, Proposition 4.3]. This paper can be viewed as a sequel to [Alcalde Cuesta and Rechtman 2011] where we proved that minimal $\eta$-Følner foliations are $\mu$-amenable (assuming that the modified volume of the plaques is bounded). To complete the series, we have to prove that any foliation is amenable with respect to a tangentially smooth measure $\mu$ constructed from an averaging sequence using Theorem 4.10.
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# AFFINE GROUP SCHEMES OVER SYMMETRIC MONOIDAL CATEGORIES 

Abhishek Banerjee


#### Abstract

A well known result of Deligne shows that an affine commutative group scheme of rank $r$ is annihilated by its rank. The purpose of this paper is to extend this result to affine group schemes over symmetric monoidal categories.


## 1. Introduction

One of the most important results in the study of group schemes is the following, presented in [Tate and Oort 1970].

Theorem 1.1 (Deligne's lemma). Let $G=\operatorname{Spec}(A)$ be an affine commutative group scheme over a commutative, Noetherian ring $k$. Assume that $A$ is a flat $k$-algebra of rank $r \geq 1$. Then, for any $k$-algebra $B$, all elements in the group $G(B)$ have an order dividing $r$.

The purpose of this paper is to obtain an analogous result for group schemes in the relative algebraic geometry over a symmetric monoidal category. More precisely, we let $(\mathbf{C}, \otimes, 1)$ denote an abelian closed symmetric monoidal category. For instance, $\mathbf{C}$ could be the category of sheaves of abelian groups over a topological space, the category of comodules over a flat Hopf algebroid, the derived category of modules over a commutative ring $k$ as well as chain complexes over all these categories. When $\mathbf{C}=k$-Mod, the category of modules over a commutative ring $k$, the algebraic geometry over $\mathbf{C}$ reduces to the usual algebraic geometry over $\operatorname{Spec}(k)$.

Given $(\mathbf{C}, \otimes, 1)$ as above, we refer to commutative and unital monoids in $\mathbf{C}$ as algebras in $\mathbf{C}$. Then, we define an affine commutative group scheme $G$ free of finite rank over $\mathbf{C}$ to be a covariant functor from algebras in $\mathbf{C}$ to the category of abelian groups that satisfies certain conditions (see Definition 3.2 and Definition 3.3). The main result of this article is the following theorem:

[^1]Theorem 1.2. Let $(\mathbf{C}, \otimes, 1)$ be an abelian, closed, $\mathbb{C}$-linear symmetric monoidal category and let $G$ be an affine commutative group scheme over $\mathbf{C}$ free and of finite rank $r \geq 1$. Then, for any algebra $B$ in $\mathbf{C}$ and any element $u$ in the group $G(B)$, we have $u^{r}=1_{B}$, where $1_{B}$ denotes the identity element of $G(B)$. (For the definition of $G(B)$, see (3-5).)

The relative algebraic geometry over a symmetric monoidal category has been developed in various works, such as [Deligne 1990; Hakim 1972; Toën and Vaquié 2009]. It is therefore natural to ask whether arithmetic geometry can be similarly developed in the general framework of symmetric monoidal categories. In particular, since the theory of finite flat group schemes is closely linked to arithmetic (see [Tate 1997], for instance), they are a natural starting point for such a theory. For more on group schemes, we refer the reader to [Demazure and Gabriel 1970].

## 2. Notations

In this section, we introduce notation that we will maintain throughout this paper. We let $(\mathbf{C}, \otimes, 1)$ denote an abelian symmetric monoidal category. Further, we suppose that $\mathbf{C}$ is closed, i.e., for any two objects $X, Y \in \mathbf{C}$, there exists an internal Hom object $\underline{\operatorname{Hom}}(X, Y)$ in $\mathbf{C}$ such that the functor

$$
\begin{equation*}
Z \mapsto \operatorname{Hom}(Z \otimes X, Y) \tag{2-1}
\end{equation*}
$$

from $\mathbf{C}$ to the category of sets is represented by $\underline{\operatorname{Hom}(X, Y) . \text { Here, we also note }}$ that, for any objects $X, Y, Z$ and $W$ in $\mathbf{C}$, we have

$$
\begin{align*}
\operatorname{Hom}(W, \underline{\operatorname{Hom}}(Z, \underline{\operatorname{Hom}}(X, Y))) & \cong \operatorname{Hom}(W \otimes Z, \underline{\operatorname{Hom}}(X, Y))  \tag{2-2}\\
& \cong \operatorname{Hom}(W \otimes Z \otimes X, Y) \\
& \cong \operatorname{Hom}(W, \underline{\operatorname{Hom}}(Z \otimes X, Y))
\end{align*}
$$

Hence, it follows from Yoneda's lemma that we have a natural isomorphism

$$
\begin{equation*}
\underline{\operatorname{Hom}}(Z, \underline{\operatorname{Hom}}(X, Y)) \cong \underline{\operatorname{Hom}}(Z \otimes X, Y) \tag{2-3}
\end{equation*}
$$

for any $X, Y, Z$ and $W$ in $\mathbf{C}$. Further, since $\mathbf{C}$ is an abelian category, $\mathbf{C}$ is additive and hence finite direct sums coincide with finite direct products in $\mathbf{C}$. For any object $X \in \mathbf{C}$ and any integer $r \in \mathbb{Z}, r>0$, we let $X^{r}$ denote the direct sum (or direct product) of $r$-copies of $X$ in $\mathbf{C}$.

By an algebra in $\mathbf{C}$, we will always mean a commutative monoid object with unit in $\mathbf{C}$. The category of algebras in $\mathbf{C}$ will be denoted by Alg. More precisely, an algebra in $\mathbf{C}$ is an object $A$ in $\mathbf{C}$ with a multiplication map $m_{A}: A \otimes A \rightarrow A$ and a unit map $u_{A}: 1 \rightarrow A$. satisfying the compatibility conditions for making $A$ a commutative monoid with unit (see [Mac Lane 1998], for instance).

For any algebra $A$, we let $A$-Mod denote the category of $A$-modules in $\mathbf{C}$. Then, each $\left(A-M o d, \otimes_{A}, A\right)$ is also a closed symmetric monoidal category. Given any $A$-modules $M$ and $N$, we will denote by $\operatorname{Hom}_{A}(M, N)$ the set of morphisms from $M$ to $N$ in $A$-Mod and the internal Hom object by $\underline{\operatorname{Hom}}_{A}(M, N)$. It is clear that $\operatorname{Hom}_{A}(M, N)$ is an abelian group. Further, the category of unitary commutative monoids in $A$-Mod will be denoted by $A$-Alg. For any two $A$-algebras $B$ and $B^{\prime}$, we will denote by $\operatorname{Hom}_{A-A l g}\left(B, B^{\prime}\right)$ the set of $A$-algebra morphisms from $B$ to $B^{\prime}$. If $f: A \rightarrow B$ is a morphism of algebras, for any $A$-module $M$ and $B$-module $N$, we have natural isomorphisms

$$
\begin{equation*}
T: \operatorname{Hom}_{A}(M, N) \cong \operatorname{Hom}_{B}\left(M \otimes_{A} B, N\right) \tag{2-4}
\end{equation*}
$$

described as follows: given $g \in \operatorname{Hom}_{A}(M, N)$, we define

$$
T(g) \in \operatorname{Hom}_{B}\left(M \otimes_{A} B, N\right)
$$

as the composition

$$
\begin{equation*}
T(g): M \otimes_{A} B \xrightarrow{g \otimes_{A} 1} N \otimes_{A} B \longrightarrow N \tag{2-5}
\end{equation*}
$$

where the morphism $N \otimes_{A} B \rightarrow N$ in (2-5) follows from the $B$-module structure of $N$. Conversely, given $h \in \operatorname{Hom}_{B}\left(M \otimes_{A} B, N\right)$, it is clear that we have $h=T\left(h^{\prime}\right)$, where $h^{\prime} \in \operatorname{Hom}_{A}(M, N)$ is defined as the composition

$$
\begin{equation*}
h^{\prime}: M \cong M \otimes_{A} A \xrightarrow{1 \otimes_{A} f} M \otimes_{A} B \xrightarrow{h} N \tag{2-6}
\end{equation*}
$$

Furthermore, for any object $X$ in $A$-Mod, we note that

$$
\begin{align*}
\operatorname{Hom}_{A}\left(X, \underline{\operatorname{Hom}}_{A}(M, N)\right) & \cong \operatorname{Hom}_{A}\left(X \otimes_{A} M, N\right)  \tag{2-7}\\
& \cong \operatorname{Hom}_{B}\left(X \otimes_{A} M \otimes_{A} B, N\right) \\
& \cong \operatorname{Hom}_{B}\left(\left(X \otimes_{A} B\right) \otimes_{B}\left(M \otimes_{A} B\right), N\right) \\
& \cong \operatorname{Hom}_{B}\left(X \otimes_{A} B, \underline{\operatorname{Hom}_{B}}\left(M \otimes_{A} B, N\right)\right) \\
& \cong \operatorname{Hom}_{A}\left(X, \underline{\operatorname{Hom}}_{B}\left(M \otimes_{A} B, N\right)\right)
\end{align*}
$$

Using (2-7), it follows from Yoneda's lemma that we have natural isomorphisms in A-Mod:

$$
\begin{equation*}
\underline{\operatorname{Hom}}_{A}(M, N) \cong \underline{\operatorname{Hom}}_{B}\left(M \otimes_{A} B, N\right) \tag{2-8}
\end{equation*}
$$

## 3. Affine group schemes

Let $(\mathbf{C}, \otimes, 1)$ be an abelian, closed, symmetric monoidal category as described in Section 2 and let $A$ be an algebra in $\mathbf{C}$. Then, it is well known (see, for instance, [May 2001]) that the collection of endomorphisms $\operatorname{Hom}_{A}(A, A)$ is an ordinary commutative ring with identity. We start with the following result.

Proposition 3.1. Let A be an algebra in $\mathbf{C}$. Then, there is a natural isomorphism

$$
\begin{equation*}
\operatorname{Hom}(1, A) \xrightarrow{\sim} \operatorname{Hom}_{A}(A, A) \tag{3-1}
\end{equation*}
$$

Proof. Define a map $S: \operatorname{Hom}(1, A) \rightarrow \operatorname{Hom}_{A}(A, A)$ thus: given $f \in \operatorname{Hom}(1, A)$, let $S(f) \in \operatorname{Hom}_{A}(A, A)$ be the composition

$$
\begin{equation*}
A \xrightarrow{\sim} A \otimes 1 \xrightarrow{1 \otimes f} A \otimes A \xrightarrow{m_{A}} A \tag{3-2}
\end{equation*}
$$

where $m_{A}: A \otimes A \rightarrow A$ in (3-2) is the multiplication map on the algebra $A$. Conversely, we define a map $T: \operatorname{Hom}_{A}(A, A) \rightarrow \operatorname{Hom}(1, A)$ as follows: given $g \in \operatorname{Hom}_{A}(A, A)$, we let $T(g) \in \operatorname{Hom}(1, A)$ denote the composition

$$
\begin{equation*}
1 \xrightarrow{u_{A}} A \xrightarrow{g} A, \tag{3-3}
\end{equation*}
$$

where the map $u_{A}: 1 \rightarrow A$ in (3-3) is the "unit map" for the algebra $A$. It is easy to check that the associations $S$ and $T$ are inverse to each other and hence we have an isomorphism $\operatorname{Hom}(1, A) \xrightarrow{\sim} \operatorname{Hom}_{A}(A, A)$.

Following [Toën and Vaquié 2009], we define $\mathrm{Aff}_{\mathrm{C}}:=\mathrm{Alg}^{o p}$ to be the category of affine schemes over $\mathbf{C}$. For any algebra $A$ in $\mathbf{C}$, we let $\operatorname{Spec}(A)$ denote the corresponding object of $\mathrm{Aff}_{\mathbf{C}}$. Further, we denote by $\mathfrak{s p e c}(A)$ the (contravariant) functor on $\mathrm{Aff}_{\mathrm{C}}$ represented by $\operatorname{Spec}(A)$.

Definition 3.2. Let $(\mathbf{C}, \otimes, 1)$ be as above and let Set denote the category of sets. An affine group scheme over $\mathbf{C}$ is a representable functor

$$
\begin{equation*}
G=\mathfrak{s p e c}(A): \operatorname{Aff}_{\mathbf{C}} \rightarrow \text { Set } \tag{3-4}
\end{equation*}
$$

equipped with a composition map $m_{G}: G \times G \rightarrow G$, an inverse map $i_{G}: G \rightarrow G$ and a unit map $e_{G}: \mathfrak{s p e c}(1) \rightarrow G$ of functors satisfying the group axioms (see [Waterhouse 1979, § 1.4], for instance).

From Yoneda's lemma it follows that if $G=\mathfrak{s p e c}(A)$ is an affine group scheme in the sense of Definition 3.2, then $A$ is an algebra in $\mathbf{C}$ equipped with a comultiplication $\Delta_{A}: A \rightarrow A \otimes A$, an antipode $i_{A}: A \rightarrow A$ and a counit $\epsilon_{A}: A \rightarrow 1$ that gives $A$ the structure of a Hopf algebra in $\mathbf{C}$. Further, if Grp denotes the category of groups, we can also express $G$ as a functor from algebras in $\mathbf{C}$ to groups:
(3-5) $G: \operatorname{Alg} \rightarrow \operatorname{Grp}, \quad G(B):=\operatorname{Hom}_{\text {Aff }_{\mathrm{C}}}(\operatorname{Spec}(B), \operatorname{Spec}(A))=\operatorname{Hom}_{\mathrm{Alg}}(A, B)$.
Further, since the comultiplication $\Delta_{A}: A \rightarrow A \otimes A$ in Alg corresponds to the composition $m_{G}: G \times G \rightarrow G$, it follows that $A$ is cocommutative if and only if, for all algebras $B$ in $\mathbf{C}$, the group $G(B)$ is abelian. In this case, we will say that $G=\operatorname{spec}(A)$ is an affine commutative group scheme over $\mathbf{C}$.

Definition 3.3. Let $G=\mathfrak{s p e c}(A)$ be an affine commutative group scheme over $\mathbf{C}$. Then, we say that $G$ is free of finite rank $r \in \mathbb{Z}, r>0$ if $A \cong 1^{r}$ as objects of $\mathbf{C}$, where $1^{r}$ denotes the direct sum of $r$-copies of the unit object 1 of $\mathbf{C}$.

Further, suppose that $B$ is an algebra in $\mathbf{C}$ and let $B^{\prime}$ be a $B$-algebra. Then, $B^{\prime}$ is said to be a locally free $B$-algebra of rank $r$ if $B^{\prime} \cong B^{r}$ as $B$-modules. In case $B=1$, we will simply say that $B^{\prime}$ is a locally free algebra of rank $r$.

From now onwards we will always let $G=\mathfrak{s p e c}(A)$ be an affine commutative group scheme over $\mathbf{C}$ that is free of finite rank $r$. We also define $A^{\prime}:=\underline{\operatorname{Hom}}(A, 1)$. Then, it is clear that for any object $X$ in $\mathbf{C}$, we have natural isomorphisms
(3-6) $\underline{\operatorname{Hom}}(A, X) \cong \underline{\operatorname{Hom}}\left(1^{r}, X\right) \cong \bigoplus^{r} \underline{\operatorname{Hom}}(1, X) \cong \underline{\operatorname{Hom}}(A, 1) \otimes X \cong A^{\prime} \otimes X$.
Proposition 3.4. Let $G=\mathfrak{s p e c}(A)$ be an affine commutative group scheme over $\mathbf{C}$ that is free of finite rank $r$. Then, $A^{\prime}:=\underline{\operatorname{Hom}(A, 1)}$ is a commutative and cocommutative Hopf algebra in $\mathbf{C}$ and is also a locally free algebra of rank $r$.
Proof. Since $G=\mathfrak{s p e c}(A)$ is an affine commutative group scheme, we know that $A$ is a commutative and cocommutative Hopf algebra in C. From (2-3) and (3-6), it follows that

$$
\begin{equation*}
A^{\prime} \otimes A^{\prime} \cong \underline{\operatorname{Hom}}(A, \underline{\operatorname{Hom}}(A, 1)) \cong \underline{\operatorname{Hom}}(A \otimes A, 1) . \tag{3-7}
\end{equation*}
$$

It is clear that the multiplication $m_{A}: A \otimes A \rightarrow A$ induces a map

$$
A^{\prime}=\underline{\operatorname{Hom}}(A, 1) \rightarrow \underline{\operatorname{Hom}}(A \otimes A, 1),
$$

while the comultiplication $\Delta_{A}: A \rightarrow A \otimes A$ induces

$$
\underline{\operatorname{Hom}}(A \otimes A, 1) \rightarrow \underline{\operatorname{Hom}}(A, 1)=A^{\prime} .
$$

Combining this with (3-7), we obtain a natural multiplication $m_{A^{\prime}}: A^{\prime} \otimes A^{\prime} \rightarrow A^{\prime}$ and a natural comultiplication $\Delta_{A^{\prime}}: A^{\prime} \rightarrow A^{\prime} \otimes A^{\prime}$ on $A^{\prime}$. The unit $u_{A^{\prime}}: 1 \rightarrow A^{\prime}$, the counit $\epsilon_{A^{\prime}}: A^{\prime} \rightarrow 1$ and the antipode $i_{A^{\prime}}: A^{\prime} \rightarrow A^{\prime}$ on $A^{\prime}$ are obtained by dualizing $\epsilon_{A}: A \rightarrow 1, u_{A}: 1 \rightarrow A$ and $i_{A}: A \rightarrow A$ respectively. It is clear that these maps make $A^{\prime}$ into a commutative and cocommutative Hopf algebra.

Finally, since $A \cong 1^{r}$, it follows that $A^{\prime} \cong \underline{\operatorname{Hom}}(A, 1) \cong 1^{r}$ and hence $A^{\prime}$ is also a locally free algebra of rank $r$.

Proposition 3.5. Let $G=\mathfrak{s p e c}(A)$ be an affine commutative group scheme over $\mathbf{C}$ that is free of finite rank $r$. Let $A^{\prime}=\underline{\operatorname{Hom}}(A, 1)$. Then:
(a) There are natural isomorphisms

$$
\begin{equation*}
\operatorname{Hom}(A, 1) \cong \operatorname{Hom}\left(1, A^{\prime}\right) \cong \operatorname{Hom}_{A^{\prime}}\left(A^{\prime}, A^{\prime}\right) \tag{3-8}
\end{equation*}
$$

Further, each of the objects in (3-8) carries a comultiplication structure that is compatible with the isomorphisms in (3-8).
(b) There are natural isomorphisms
(3-9) $\quad \operatorname{Hom}(A, A) \cong \operatorname{Hom}\left(1, A^{\prime} \otimes A\right) \cong \operatorname{Hom}_{A^{\prime} \otimes A}\left(A^{\prime} \otimes A, A^{\prime} \otimes A\right)$.
Further, each of the objects in (3-9) carries a comultiplication structure that is compatible with the isomorphisms in (3-9).

Proof. (a) Since $A^{\prime}=\underline{\operatorname{Hom}}(A, 1)$, it is clear that $\operatorname{Hom}(A, 1) \cong \operatorname{Hom}\left(1, A^{\prime}\right)$. Since Proposition 3.4 shows that $A^{\prime}$ is also an algebra, the isomorphism $\operatorname{Hom}\left(1, A^{\prime}\right) \cong$ $\operatorname{Hom}_{A^{\prime}}\left(A^{\prime}, A^{\prime}\right)$ follows from Proposition 3.1.

We now describe the comultiplication structure on $\operatorname{Hom}_{A^{\prime}}\left(A^{\prime}, A^{\prime}\right)$. Given $f$ in $\operatorname{Hom}_{A^{\prime}}\left(A^{\prime}, A^{\prime}\right)$, we can define a morphism

$$
\delta_{1}(f) \in \operatorname{Hom}_{A^{\prime} \otimes A^{\prime}}\left(A^{\prime} \otimes A^{\prime}, A^{\prime} \otimes A^{\prime}\right)
$$

as follows:
$(3-10) \quad \delta_{1}(f): A^{\prime} \otimes A^{\prime} \xrightarrow{\sim} 1 \otimes A^{\prime} \otimes A^{\prime} \longrightarrow A^{\prime} \otimes A^{\prime} \otimes A^{\prime} \xrightarrow{f \otimes 1 \otimes 1} A^{\prime} \otimes A^{\prime} \otimes A^{\prime}$

$$
\xrightarrow{\Delta_{A^{\prime}} \otimes 1 \otimes 1} A^{\prime} \otimes A^{\prime} \otimes A^{\prime} \otimes A^{\prime} \xrightarrow{m_{13}^{\prime} \otimes m_{24}^{\prime}} A^{\prime} \otimes A^{\prime},
$$

where $m_{i j}^{\prime}: A^{\prime} \otimes A^{\prime} \rightarrow A^{\prime}$ in (3-10) denotes the multiplication $m_{A^{\prime}}: A^{\prime} \otimes A^{\prime} \rightarrow A^{\prime}$ on $A^{\prime}$ applied to the $i$-th and $j$-th copy of $A^{\prime}$ appearing in the term $A^{\prime} \otimes A^{\prime} \otimes A^{\prime} \otimes A^{\prime}$ in (3-10). Since $A^{\prime}$ is a locally free algebra of rank $r$, we have natural isomorphisms

$$
\begin{equation*}
\operatorname{Hom}_{A^{\prime}}\left(A^{\prime}, A^{\prime}\right) \otimes \operatorname{Hom}_{A^{\prime}}\left(A^{\prime}, A^{\prime}\right) \cong \operatorname{Hom}_{A^{\prime} \otimes A^{\prime}}\left(A^{\prime} \otimes A^{\prime}, A^{\prime} \otimes A^{\prime}\right) \tag{3-11}
\end{equation*}
$$

Using (3-10) and (3-11), we have a comultiplication

$$
\begin{equation*}
\delta_{1}: \operatorname{Hom}_{A^{\prime}}\left(A^{\prime}, A^{\prime}\right) \rightarrow \operatorname{Hom}_{A^{\prime}}\left(A^{\prime}, A^{\prime}\right) \otimes \operatorname{Hom}_{A^{\prime}}\left(A^{\prime}, A^{\prime}\right) \tag{3-12}
\end{equation*}
$$

Considering the comultiplication $\Delta_{A^{\prime}}: A^{\prime} \rightarrow A^{\prime} \otimes A^{\prime}$ on $A^{\prime}$, we have an induced map
$(3-13) \quad \delta_{2}: \operatorname{Hom}\left(1, A^{\prime}\right) \xrightarrow{\operatorname{Hom}\left(1, \Delta_{A^{\prime}}\right)} \operatorname{Hom}\left(1, A^{\prime} \otimes A^{\prime}\right) \cong \operatorname{Hom}\left(1, A^{\prime}\right) \otimes \operatorname{Hom}\left(1, A^{\prime}\right)$,
where the last isomorphism follows from the fact that $A^{\prime}$ is a locally free algebra. From (3-10), (3-13), and the construction of the isomorphism

$$
\operatorname{Hom}\left(1, A^{\prime}\right) \cong \operatorname{Hom}_{A^{\prime}}\left(A^{\prime}, A^{\prime}\right)
$$

in Proposition 3.1 applied to $A^{\prime}$, it follows that the comultiplications $\delta_{1}$ and $\delta_{2}$ are compatible with the isomorphism $\operatorname{Hom}\left(1, A^{\prime}\right) \cong \operatorname{Hom}_{A^{\prime}}\left(A^{\prime}, A^{\prime}\right)$. Finally, since the comultiplication

$$
\begin{equation*}
\delta_{3}: \operatorname{Hom}(A, 1) \rightarrow \operatorname{Hom}(A \otimes A, 1) \cong \operatorname{Hom}(A, 1) \otimes \operatorname{Hom}(A, 1) \tag{3-14}
\end{equation*}
$$

is induced by the multiplication $m_{A}: A \otimes A \rightarrow A$ on $A$ and $m_{A}$ induces the comultiplication $\Delta_{A^{\prime}}: A^{\prime} \rightarrow A^{\prime} \otimes A^{\prime}$ on $A^{\prime}$, the maps $\delta_{2}$ and $\delta_{3}$ are compatible with the isomorphism $\operatorname{Hom}(A, 1) \cong \operatorname{Hom}\left(1, A^{\prime}\right)$.
(b) From (2-4), it follows that

$$
\begin{align*}
\operatorname{Hom}\left(1, A^{\prime} \otimes A\right) & \cong \operatorname{Hom}_{A}\left(A, A^{\prime} \otimes A\right) \cong \operatorname{Hom}_{A^{\prime} \otimes A}\left(A^{\prime} \otimes A, A^{\prime} \otimes A\right) \\
& \operatorname{Hom}(A, A) \cong \operatorname{Hom}_{A}(A \otimes A, A) \tag{3-15}
\end{align*}
$$

We also note that, using (2-8) and (3-6), we have

$$
\begin{equation*}
\underline{\operatorname{Hom}}_{A}(A \otimes A, A) \cong \underline{\operatorname{Hom}}(A, A) \cong A^{\prime} \otimes A \tag{3-16}
\end{equation*}
$$

From (3-16), it follows that the dual of $A \otimes A$ in the category $A$ - $\operatorname{Mod}$ is $A^{\prime} \otimes A$. Further, the comultiplication $\Delta_{A}: A \rightarrow A \otimes A$ induces a comultiplication

$$
\Delta_{A}^{A}: A \otimes A \rightarrow(A \otimes A) \otimes_{A}(A \otimes A)
$$

on the $A$-algebra $A \otimes A$ as follows:

$$
\begin{equation*}
\Delta_{A}^{A}:=\Delta_{A} \otimes 1_{A}: A \otimes A \rightarrow A \otimes A \otimes A \cong(A \otimes A) \otimes_{A}(A \otimes A) \tag{3-17}
\end{equation*}
$$

making $A \otimes A$ into a Hopf algebra in $A$-Mod. Applying the result of part (a) to the object $A \otimes A$ in $A-M o d$, we have compatible comultiplications on each of the following isomorphic objects
(3-18) $\operatorname{Hom}_{A}(A \otimes A, A) \cong \operatorname{Hom}_{A}\left(A, A^{\prime} \otimes A\right) \cong \operatorname{Hom}_{A^{\prime} \otimes A}\left(A^{\prime} \otimes A, A^{\prime} \otimes A\right)$.
Using the isomorphisms in (3-15), we have compatible induced comultiplications on each of the following isomorphic objects:
$\delta_{1}^{A}: \operatorname{Hom}_{A^{\prime} \otimes A}\left(A^{\prime} \otimes A, A^{\prime} \otimes A\right)$
$\rightarrow \operatorname{Hom}_{A^{\prime} \otimes A}\left(A^{\prime} \otimes A, A^{\prime} \otimes A\right) \otimes \operatorname{Hom}_{A^{\prime} \otimes A}\left(A^{\prime} \otimes A, A^{\prime} \otimes A\right)$,
$\delta_{2}^{A}: \operatorname{Hom}\left(1, A^{\prime} \otimes A\right) \rightarrow \operatorname{Hom}\left(1, A^{\prime} \otimes A\right) \otimes \operatorname{Hom}\left(1, A^{\prime} \otimes A\right)$,
$\delta_{3}^{A}: \operatorname{Hom}(A, A) \rightarrow \operatorname{Hom}(A, A) \otimes \operatorname{Hom}(A, A)$.

## 4. Norm map and grouplike elements

From now onwards, we will assume that the closed abelian symmetric monoidal category $(\mathbf{C}, \otimes, 1)$ is $\mathbb{C}$-linear. As before, we let $G=\mathfrak{s p e c}(A)$ be an affine commutative group scheme that is free of finite rank $r$. Let $A^{\prime}=\underline{\operatorname{Hom}}(A, 1)$. Given any algebra $B$ in $\mathbf{C}$, we will construct a map

$$
\begin{equation*}
N_{B}: \operatorname{Hom}_{B \otimes A}(B \otimes A, B \otimes A) \rightarrow \operatorname{Hom}_{B}(B, B) \tag{4-1}
\end{equation*}
$$

which corresponds to the norm map in the context of ordinary $\mathbb{Z}$-algebras. We will refer to the $B$-algebra $B \otimes A$ as $B_{A}$.

Let $M$ be a $B$-module. Since the category $B$-Mod is $\mathbb{C}$-linear, the notion of exterior product extends to it. For any integer $n \geq 1$, we can consider the tensor product $M^{\otimes_{B} n}:=M \otimes_{B} M \otimes_{B} \otimes_{B} \cdots \otimes_{B} M$ (n-times). Then, the symmetric group $S_{n}$ acts on $M^{\otimes_{B}{ }^{n}}$ by permutations, i.e., for each $\sigma \in S_{n}$, we have an induced map $\sigma: M^{\otimes_{B} n} \rightarrow M^{\otimes_{B} n}$ of $B$-modules. We then consider the morphism

$$
\begin{equation*}
q_{M}^{n}: M^{\otimes_{B} n} \rightarrow M^{\otimes_{B} n} \quad q_{M}^{n}:=1-\frac{1}{n!} \sum_{\sigma \in S_{n}} \operatorname{sgn}(\sigma) \sigma \tag{4-2}
\end{equation*}
$$

It is clear that the morphism $q_{M}^{n} \in \operatorname{Hom}_{B}\left(M^{\otimes_{B} n}, M^{\otimes_{B} n}\right)$ is an idempotent. Since $\mathbf{C}$ is an abelian category, we can form the cokernel of $q_{M}^{n}$, which we denote by $\bigwedge_{B}^{n} M$. Further, since $q_{M}^{n}$ is an idempotent, the cokernel $\bigwedge_{B}^{n} M$ is a direct summand of $M^{\otimes_{B} n}$. It follows that for any $n \geq 1, q_{M}^{n}$ induces a morphism

$$
\begin{equation*}
\operatorname{Hom}\left(\bigwedge_{B}^{n}\right)(M): \operatorname{Hom}_{B}\left(M^{\otimes_{B} n}, M^{\otimes_{B} n}\right) \rightarrow \operatorname{Hom}_{B}\left(\bigwedge_{B}^{n} M, \bigwedge_{B}^{n} M\right) \tag{4-3}
\end{equation*}
$$

In particular, therefore, taking $M=B_{A}$ and $n=r$, we have a map

$$
\begin{equation*}
\operatorname{Hom}\left(\bigwedge_{B}^{r}\right)\left(B_{A}\right): \operatorname{Hom}_{B}\left(B_{A}^{\otimes_{B} r}, B_{A}^{\otimes_{B} r}\right) \rightarrow \operatorname{Hom}_{B}\left(\bigwedge_{B}^{r} B_{A}, \bigwedge_{B}^{r} B_{A}\right) \tag{4-4}
\end{equation*}
$$

Also, for any objects $X, Y$ in $B-M o d$, the exterior product satisfies

$$
\begin{equation*}
\bigwedge_{B}^{n}(X \oplus Y) \cong \bigoplus_{k+l=n} \bigwedge_{B}^{k} X \otimes_{B} \bigwedge_{B}^{l} Y \tag{4-5}
\end{equation*}
$$

In the situation above, since $A$ is a locally free algebra of rank $r$, i.e., $A \cong 1^{r}$, it follows that $B_{A}=B \otimes A \cong B^{r}$. Hence, $B_{A}$ is a locally free $B$-algebra of rank $r$.
Lemma 4.1. Let $G=\mathfrak{s p e c}(A)$ be an affine commutative group scheme free of finite rank r. Let $B$ be an algebra in $\mathbf{C}$. Then, there exists a natural isomorphism $\bigwedge_{B}^{r} B_{A} \cong B$ of $B$-modules.
Proof. For any $k \geq 2$, we consider the morphism

$$
\begin{equation*}
q_{B}^{k}: B^{\otimes_{B} k} \rightarrow B^{\otimes_{B} k} . \tag{4-6}
\end{equation*}
$$

Since $B$ is a commutative monoid, any morphism $\sigma: B^{\otimes_{B} k} \cong B \rightarrow B^{\otimes_{B} k} \cong B$ induced by some $\sigma \in S_{k}$ corresponds to the identity map $1_{B}: B \rightarrow B$. Since $\sum_{\sigma \in S_{k}} \operatorname{sgn}(\sigma)=0$, it follows that $q_{B}^{k}$ is the identity. Hence

$$
\begin{equation*}
\bigwedge_{B}^{k} B:=\operatorname{Coker}\left(q_{B}^{k}\right)=0 \tag{4-7}
\end{equation*}
$$

It follows from (4-5) and (4-7) that

$$
\begin{align*}
\bigwedge_{B}^{r} B_{A} & \cong \bigwedge_{B}^{r} B^{r}  \tag{4-8}\\
& \cong \bigoplus_{k_{1}+k_{2}+\cdots+k_{r}=r} \bigwedge_{B}^{k_{1}} B \otimes_{B} \cdots \otimes_{B} \bigwedge_{B}^{k_{r}} B \cong B \otimes_{B} \cdots \otimes_{B} B \cong B
\end{align*}
$$

Proposition 4.2. Let $G=\mathfrak{s p e c}(A)$ be an affine commutative group scheme free of finite rank $r$. Let $B$ be an algebra in $\mathbf{C}$. Then, there exists a norm map

$$
\begin{equation*}
N_{B}: \operatorname{Hom}_{B \otimes A}(B \otimes A, B \otimes A) \rightarrow \operatorname{Hom}_{B}(B, B) \tag{4-9}
\end{equation*}
$$

that is compatible with composition on $\operatorname{Hom}_{B \otimes A}(B \otimes A, B \otimes A)$ and $\operatorname{Hom}_{B}(B, B)$. Proof. We set $B_{A}=B \otimes A$ as above. First, we note that we have a forgetful map
(4-10) $\operatorname{Hom}_{B \otimes A}(B \otimes A, B \otimes A) \rightarrow \operatorname{Hom}_{B}(B \otimes A, B \otimes A)=\operatorname{Hom}_{B}\left(B_{A}, B_{A}\right)$.
Following this, we consider the morphism

$$
\begin{equation*}
\operatorname{Hom}_{B}\left(B_{A}, B_{A}\right) \rightarrow \operatorname{Hom}_{B}\left(B_{A}^{\otimes r}, B_{A}^{\otimes r}\right), \quad f \mapsto f^{\otimes r} \tag{4-11}
\end{equation*}
$$

From (4-4) and Lemma 4.1, we have
(4-12) $\operatorname{Hom}\left(\bigwedge_{B}^{r}\right)\left(B_{A}\right): \operatorname{Hom}_{B}\left(B_{A}^{\otimes r}, B_{A}^{\otimes r}\right) \rightarrow \operatorname{Hom}_{B}\left(\bigwedge_{B}^{r} B_{A}, \bigwedge_{B}^{r} B_{A}\right)$

$$
\cong \operatorname{Hom}_{B}(B, B)
$$

Composing the morphisms in (4-10), (4-11) and (4-12), we have the map

$$
\begin{equation*}
N_{B}: \operatorname{Hom}_{B \otimes A}(B \otimes A, B \otimes A) \rightarrow \operatorname{Hom}_{B}(B, B) \tag{4-13}
\end{equation*}
$$

Finally, it is clear from the construction that $N_{B}$ is compatible with composition on $\operatorname{Hom}_{B \otimes A}(B \otimes A, B \otimes A)$ and $\operatorname{Hom}_{B}(B, B)$.

By composing the maps in (4-11) and (4-12) in the proof of Proposition 4.2, it follows that we have a norm map $\operatorname{Hom}_{B}(B \otimes A, B \otimes A) \rightarrow \operatorname{Hom}_{B}(B, B)$ for any algebra $B$ in $\mathbf{C}$ which we will continue to denote by $N_{B}$.

Let $f: B \rightarrow C$ be a morphism of algebras in $\mathbf{C}$. Then, it follows from base change that $f$ induces maps

$$
\operatorname{Hom}(f): \operatorname{Hom}_{B}(B, B) \rightarrow \operatorname{Hom}_{C}(C, C)
$$

$$
\begin{equation*}
\operatorname{Hom}_{A}(f \otimes 1): \operatorname{Hom}_{B \otimes A}(B \otimes A, B \otimes A) \rightarrow \operatorname{Hom}_{C \otimes A}(C \otimes A, C \otimes A) \tag{4-14}
\end{equation*}
$$

Further, since the morphisms (4-10), (4-11) and (4-12) are all natural with respect to base change, the following diagram is commutative:

$$
\begin{array}{ccc}
\operatorname{Hom}_{B \otimes A}(B \otimes A, B \otimes A) & \xrightarrow{\operatorname{Hom}_{A}(f \otimes 1)} & \operatorname{Hom}_{C \otimes A}(C \otimes A, C \otimes A)  \tag{4-15}\\
N_{B} \downarrow \\
\operatorname{Hom}_{B}(B, B) & \xrightarrow{\operatorname{Hom}(f)} & N_{C} \downarrow \\
\operatorname{Hom}_{C}(C, C)
\end{array}
$$

Lemma 4.3. Let $G=\mathfrak{s p e c}(A)$ be an affine commutative group scheme free of finite rank $r$. Then, for any algebra $B$ in $\mathbf{C}$, we have natural isomorphisms

$$
\begin{equation*}
\operatorname{Hom}_{\mathrm{Alg}}(A, B) \cong \operatorname{Hom}_{B-A l g}(A \otimes B, B) \tag{4-16}
\end{equation*}
$$

Proof. We know that we have an isomorphism

$$
\begin{equation*}
T: \operatorname{Hom}(A, B) \xrightarrow{\cong} \operatorname{Hom}_{B}(A \otimes B, B) \tag{4-17}
\end{equation*}
$$

Suppose that $f: A \rightarrow B$ is a morphism of algebras. Then, $f \otimes 1: A \otimes B \rightarrow B \otimes B$ is a morphism of $B$-algebras. Further, the multiplication $m_{B}: B \otimes B \rightarrow B$ is also a map of $B$-algebras. It follows that

$$
T(f)=m_{B} \circ(f \otimes 1): A \otimes B \xrightarrow{f \otimes 1} B \otimes B \xrightarrow{m_{B}} B
$$

is a morphism of $B$-algebras. Hence, $T$ restricts to a morphism

$$
\begin{equation*}
T^{\mathrm{alg}}: \operatorname{Hom}_{\mathrm{Alg}}(A, B) \rightarrow \operatorname{Hom}_{B-A l g}(A \otimes B, B) \tag{4-18}
\end{equation*}
$$

Next, we choose some $g \in \operatorname{Hom}_{B-\operatorname{Alg}}(A \otimes B, B) \subseteq \operatorname{Hom}_{B}(A \otimes B, B)$. Then, it follows that $g=T(f)$, where $f$ is given by the composition

$$
\begin{equation*}
f: A \cong A \otimes 1 \xrightarrow{1 \otimes e_{B}} A \otimes B \xrightarrow{g} B . \tag{4-19}
\end{equation*}
$$

Here $e_{B}: 1 \rightarrow B$ is the unit map of the algebra $B$. Since both maps in (4-19) are morphisms of algebras, $f \in \operatorname{Hom}(A, B)$ is actually a morphism of algebras. It follows that $T^{\text {alg }}$ is a surjection. Further, since $T^{\text {alg }}$ is obtained by restricting the isomorphism $T, T^{\text {alg }}$ must be injective. Hence, we have an isomorphism

$$
T^{\mathrm{alg}}: \operatorname{Hom}_{\mathrm{Alg}}(A, B) \xrightarrow{\cong} \operatorname{Hom}_{B-A l g}(A \otimes B, B)
$$

Proposition 4.4. Let $G=\mathfrak{s p e c}(A)$ be an affine commutative group scheme free of finite rank $r$. Let $A^{\prime}=\underline{\operatorname{Hom}}(A, 1)$. Then:
(a) Let $g \in \operatorname{Hom}(A, 1)$ be a morphism that corresponds to $h \in \operatorname{Hom}_{A^{\prime}}\left(A^{\prime}, A^{\prime}\right)$ under the isomorphism $\operatorname{Hom}_{A^{\prime}}\left(A^{\prime}, A^{\prime}\right) \cong \operatorname{Hom}(A, 1)$ in (3-8). Then, $g: A \rightarrow 1$ is a morphism of algebras if and only if $\delta_{1}(h)=h \otimes h$ in the notation of Proposition 3.5.
(b) Let $g \in \operatorname{Hom}(A, A)$ be a morphism that corresponds to

$$
\begin{equation*}
h \in \operatorname{Hom}_{A^{\prime} \otimes A}\left(A^{\prime} \otimes A, A^{\prime} \otimes A\right) \tag{4-20}
\end{equation*}
$$

under the isomorphism $\operatorname{Hom}_{A^{\prime} \otimes A}\left(A^{\prime} \otimes A, A^{\prime} \otimes A\right) \cong \operatorname{Hom}(A, A)$ in (3-9). Then, $g: A \rightarrow A$ is a morphism of algebras if and only if $\delta_{1}^{A}(h)=h \otimes h$ in the notation of Proposition 3.5.
Proof. We maintain the notation of the proof of Proposition 3.5.
(a) Using Proposition $3.5(\mathrm{a})$, it suffices to check that $g \in \operatorname{Hom}(A, 1)$ is a morphism of algebras if and only if $\delta_{3}(g)=g \otimes g$ where $\delta_{3}$ denotes the comultiplication on $\operatorname{Hom}(A, 1)$.

By definition of $\delta_{3}$ in (3-14), we know that $\delta_{3}(g)$ is equal to the composition

$$
\begin{equation*}
A \otimes A \xrightarrow{m_{A}} A \xrightarrow{g} 1 \xrightarrow{\cong} 1 \otimes 1 \tag{4-21}
\end{equation*}
$$

It is immediate from (4-21) that $\delta_{3}(g)=g \otimes g$ if and only if $g: A \rightarrow 1$ is a morphism of algebras.
(b) Using Proposition 3.5(b), we know that the comultiplication $\delta_{3}^{A}$ on $\operatorname{Hom}(A, A)$ corresponds to the comultiplication $\delta_{1}^{A}$ on $\operatorname{Hom}_{A^{\prime} \otimes A}\left(A^{\prime} \otimes A, A^{\prime} \otimes A\right)$ via the isomorphism

$$
\operatorname{Hom}(A, A) \cong \operatorname{Hom}_{A^{\prime} \otimes A}\left(A^{\prime} \otimes A, A^{\prime} \otimes A\right)
$$

in (3-9). It therefore suffices to check that $g: A \rightarrow A$ is a morphism of algebras if and only if $\delta_{3}^{A}(g)=g \otimes g$.

From (2-4), we know that

$$
\begin{equation*}
\operatorname{Hom}(A, A) \cong \operatorname{Hom}_{A}(A \otimes A, A) \tag{4-22}
\end{equation*}
$$

Further, from Lemma 4.3, we know that the isomorphism in (4-22) restricts to an isomorphism

$$
\begin{equation*}
\operatorname{Hom}_{\mathrm{Alg}}(A, A) \cong \operatorname{Hom}_{A-A l g}(A \otimes A, A) \tag{4-23}
\end{equation*}
$$

From the proof of Proposition 3.5, we also know that the comultiplication $\delta_{3}^{A}$ on $\operatorname{Hom}(A, A)$ is induced by the comultiplication on $\operatorname{Hom}_{A}(A \otimes A, A)$, also denoted $\delta_{3}^{A}$. Hence if $g \in \operatorname{Hom}(A, A)$ corresponds to $g^{\prime} \in \operatorname{Hom}_{A}(A \otimes A, A), \delta_{3}^{A}(g)=g \otimes g$ if and only if $\delta_{3}^{A}\left(g^{\prime}\right)=g^{\prime} \otimes g^{\prime}$.

Applying the result of part (a) to the $A$-algebra $A \otimes A$ in $A$-Mod, it follows that $g^{\prime}: A \otimes A \rightarrow A$ is a morphism of $A$-algebras, i.e., $g^{\prime} \in \operatorname{Hom}_{A-A l g}(A \otimes A, A)$ if and only if $\delta_{3}^{A}\left(g^{\prime}\right)=g^{\prime} \otimes g^{\prime}$. Since $\operatorname{Hom}_{\mathrm{Alg}}(A, A) \cong \operatorname{Hom}_{A-A l g}(A \otimes A, A)$, the result follows.

## 5. Analogue of Deligne's lemma

We will now complete the proof of Theorem 1.2 stated in the introduction.
Proposition 5.1. Let $G=\mathfrak{s p e c}(A)$ be an affine commutative group scheme free of finite rankr. Let $A^{\prime}=\underline{\operatorname{Hom}}(A, 1)$. Then, the morphism

$$
N_{A^{\prime}}: \operatorname{Hom}_{A^{\prime} \otimes A}\left(A^{\prime} \otimes A, A^{\prime} \otimes A\right) \rightarrow \operatorname{Hom}_{A^{\prime}}\left(A^{\prime}, A^{\prime}\right)
$$

restricts to a homomorphism of groups from $G(A)$ to $G(1)$.
Proof. Let $f \in G(A) \subseteq \operatorname{Hom}(A, A) \cong \operatorname{Hom}_{A^{\prime} \otimes A}\left(A^{\prime} \otimes A, A^{\prime} \otimes A\right)$, i.e., $f$ is a morphism of algebras. From Proposition 4.4, we know that $\delta_{3}^{A}(f)=f \otimes f$.

We consider the morphism $\Delta_{A^{\prime}}: A^{\prime} \rightarrow A^{\prime} \otimes A^{\prime}$ of algebras in $\mathbf{C}$. It follows from (4-15) that we have a commutative diagram
$\operatorname{Hom}_{A^{\prime} \otimes A}\left(A^{\prime} \otimes A, A^{\prime} \otimes A\right) \xrightarrow{\operatorname{Hom}_{A}\left(\Delta_{A^{\prime}} \otimes 1\right)} \operatorname{Hom}_{A^{\prime} \otimes A^{\prime} \otimes A}\left(A^{\prime} \otimes A^{\prime} \otimes A, A^{\prime} \otimes A^{\prime} \otimes A\right)$

$$
\begin{array}{cc}
N_{A^{\prime}} \downarrow  \tag{5-1}\\
\operatorname{Hom}_{A^{\prime}}\left(A^{\prime}, A^{\prime}\right) & \xrightarrow{N_{A^{\prime} \otimes A^{\prime}} \downarrow} \downarrow
\end{array}
$$

It follows that

$$
\begin{equation*}
\operatorname{Hom}\left(\Delta_{A^{\prime}}\right)\left(N_{A^{\prime}}(f)\right)=N_{A^{\prime} \otimes A^{\prime}}\left(\operatorname{Hom}_{A}\left(\Delta_{A^{\prime}} \otimes 1\right)(f)\right) \tag{5-2}
\end{equation*}
$$

We note that

$$
\begin{equation*}
\Delta_{A^{\prime}} \otimes 1: A^{\prime} \otimes A \rightarrow A^{\prime} \otimes A^{\prime} \otimes A \cong\left(A^{\prime} \otimes A\right) \otimes_{A}\left(A^{\prime} \otimes A\right) \tag{5-3}
\end{equation*}
$$

is the coproduct $\Delta^{\prime}:\left(A^{\prime} \otimes A\right) \rightarrow\left(A^{\prime} \otimes A\right) \otimes_{A}\left(A^{\prime} \otimes A\right)$ on the $A$-algebra $A^{\prime} \otimes A$ and hence determines the comultiplication on $\operatorname{Hom}_{A^{\prime} \otimes A}\left(A^{\prime} \otimes A, A^{\prime} \otimes A\right)$. Since $\delta_{3}^{A}(f)=f \otimes f$, it follows from Proposition 4.4 that
(5-4) $\operatorname{Hom}_{A}\left(\Delta_{A^{\prime}} \otimes 1\right)(f)=f \otimes_{A} f:\left(A^{\prime} \otimes A\right) \otimes_{A}\left(A^{\prime} \otimes A\right)=A^{\prime} \otimes A^{\prime} \otimes A$

$$
\longrightarrow A^{\prime} \otimes A^{\prime} \otimes A=\left(A^{\prime} \otimes A\right) \otimes_{A}\left(A^{\prime} \otimes A\right) .
$$

The morphism $f \otimes_{A} f$ in (5-4) can be described by the composition

$$
\begin{equation*}
\left(A^{\prime} \otimes A\right) \otimes_{A}\left(A^{\prime} \otimes A\right) \xrightarrow{f \otimes_{A} 1}\left(A^{\prime} \otimes A\right) \otimes_{A}\left(A^{\prime} \otimes A\right) \xrightarrow{1 \otimes_{A} f}\left(A^{\prime} \otimes A\right) \otimes_{A}\left(A^{\prime} \otimes A\right) . \tag{5-5}
\end{equation*}
$$

Consider the morphism $e_{A^{\prime}}^{\prime}: A^{\prime} \rightarrow A^{\prime} \otimes A^{\prime}$ of algebras obtained by base changing the unit morphism $e_{A^{\prime}}: 1 \rightarrow A^{\prime}$ with $A^{\prime}$. Then, we have a commutative diagram


From (5-6), it follows that

$$
\begin{equation*}
1 \otimes N_{A^{\prime}}(f)=N_{A^{\prime} \otimes A^{\prime}}(1 \otimes f) \tag{5-7}
\end{equation*}
$$

Now, the comultiplication on $\operatorname{Hom}_{A^{\prime}}\left(A^{\prime}, A^{\prime}\right)$ is induced by the morphism $\operatorname{Hom}\left(\Delta_{A^{\prime}}\right)$ in (5-1). We also note that $1 \otimes_{A} f:\left(A^{\prime} \otimes A\right) \otimes_{A}\left(A^{\prime} \otimes A\right) \rightarrow\left(A^{\prime} \otimes A\right) \otimes_{A}\left(A^{\prime} \otimes A\right)$ is identical to $1 \otimes f: A^{\prime} \otimes A^{\prime} \otimes A \rightarrow A^{\prime} \otimes A^{\prime} \otimes A$. Hence, we have

$$
\begin{align*}
\delta_{1}\left(N_{A^{\prime}}(f)\right) & =\operatorname{Hom}\left(\Delta_{A^{\prime}}\right)\left(N_{A^{\prime}}(f)\right)=N_{A^{\prime} \otimes A^{\prime}}\left(\operatorname{Hom}_{A}\left(\Delta_{A^{\prime}} \otimes 1\right)(f)\right)  \tag{5-8}\\
& =N_{A^{\prime} \otimes A^{\prime}}\left(f \otimes_{A} f\right)=N_{A^{\prime} \otimes A^{\prime}}\left(f \otimes_{A} 1\right) N_{A^{\prime} \otimes A^{\prime}}\left(1 \otimes_{A} f\right) \\
& =N_{A^{\prime} \otimes A^{\prime}}(f \otimes 1) N_{A^{\prime} \otimes A^{\prime}}(1 \otimes f)=\left(N_{A^{\prime}}(f) \otimes 1\right)\left(1 \otimes N_{A^{\prime}}(f)\right) \\
& =N_{A^{\prime}}(f) \otimes N_{A^{\prime}}(f)
\end{align*}
$$

and it now follows from Proposition 4.4(a) that $N_{A^{\prime}}(f): A^{\prime} \rightarrow A^{\prime}$ corresponds to a morphism of algebras from $A$ to 1 under the isomorphism

$$
\operatorname{Hom}(A, 1) \cong \operatorname{Hom}_{A^{\prime}}\left(A^{\prime}, A^{\prime}\right)
$$

Hence, given $f \in G(A)$, it follows that $N_{A^{\prime}}(f) \in G(1)$. It is also clear that $N_{A^{\prime}}$ : $G(A) \rightarrow G(1)$ is a homomorphism.

The result of Proposition 5.1 can be restated as follows: the morphism $N_{A^{\prime}}$ : $\operatorname{Hom}_{A^{\prime} \otimes A}\left(A^{\prime} \otimes A, A^{\prime} \otimes A\right) \rightarrow \operatorname{Hom}_{A^{\prime}}\left(A^{\prime}, A^{\prime}\right)$ restricts to a homomorphism $N:$ $G(A) \rightarrow G(1)$ that fits into a commutative diagram


We choose any $u \in G(1)$, i.e. a morphism $u: A \rightarrow 1$ of algebras. For any algebra $B$, the unit map $e_{B}: 1 \rightarrow B$ induces a morphism $e_{B *}: G(1) \rightarrow G(B)$ and hence we can consider the translation map

$$
\begin{equation*}
t_{u, B}: G(B) \rightarrow G(B) \tag{5-10}
\end{equation*}
$$

obtained by multiplication with the element $e_{B *}(u)$. By Yoneda lemma, the translations $t_{u, B}$ determine an automorphism $e_{*}(u): A \rightarrow A$ of algebras. We denote the $A^{\prime}$-linear automorphism $1 \otimes e_{*}(u): A^{\prime} \otimes A \rightarrow A^{\prime} \otimes A$ by $\tau$. Since

$$
u \in \operatorname{Hom}_{\mathrm{Alg}}(A, 1) \subseteq \operatorname{Hom}(A, 1) \cong \operatorname{Hom}_{A^{\prime}}\left(A^{\prime}, A^{\prime}\right)
$$

we will often write $u$ as a morphism $u: A^{\prime} \rightarrow A^{\prime}$ of $A^{\prime}$-modules.
Lemma 5.2. Let $u: A \rightarrow 1$ be a morphism of algebras and let

$$
\tau:=1 \otimes e_{*}(u): A^{\prime} \otimes A \rightarrow A^{\prime} \otimes A
$$

be as described above. Then, $N_{A^{\prime}}(\tau)=u^{r}$ where $u^{r}$ denotes the $r$-th power of $u$ as an element of the group $G(1)$.

Proof. We know that $\tau: A^{\prime} \otimes A \rightarrow A^{\prime} \otimes A$ is induced by $u \in \operatorname{Hom}_{\text {Alg }}(A, 1)$ and that $A^{\prime} \otimes A \cong A^{\prime \oplus r}$ in $A^{\prime}$-Mod. From the proof of Lemma 4.1, we know that $N_{A^{\prime}}(\tau) \in \operatorname{Hom}_{A^{\prime}}\left(A^{\prime}, A^{\prime}\right)$ corresponds to the morphism

$$
\begin{equation*}
N_{A^{\prime}}(\tau): \bigwedge_{A^{\prime}}^{r} A^{\prime \oplus r} \cong A^{\prime} \rightarrow \bigwedge_{A^{\prime}}^{r} A^{\prime \oplus r} \cong A^{\prime} \tag{5-11}
\end{equation*}
$$

On each individual summand in $A^{\prime \oplus r}$, the action of the morphism $\tau: A^{\prime \oplus r} \rightarrow A^{\prime \oplus r}$ is induced by $u: A^{\prime} \rightarrow A^{\prime}$. Hence, it follows from (4-8) in the proof of Lemma 4.1
that the induced action of $\tau$ on the exterior product $\bigwedge_{A^{\prime}}^{r} A^{\prime \oplus r}$ is given by


The morphism $u^{r} \in \operatorname{Hom}_{A^{\prime}}\left(A^{\prime}, A^{\prime}\right)$ in (5-12) corresponds to the $r$-th power of

$$
u \in \operatorname{Hom}_{\mathrm{Alg}}(A, 1) \subseteq \operatorname{Hom}(A, 1) \cong \operatorname{Hom}_{A^{\prime}}\left(A^{\prime}, A^{\prime}\right)
$$

as an element of $G(1)=\operatorname{Hom}_{\text {Alg }}(A, 1)$.
Proposition 5.3. Let $G=\mathfrak{s p e c}(A)$ be an affine commutative group scheme free of finite rank $r$. Then, every element of the group $G(1)$ can be annihilated by raising to the $r$-th power.

Proof. We choose any $u \in G(1)$ and let $\tau: A^{\prime} \otimes A \rightarrow A^{\prime} \otimes A$ be as above.
Now, suppose that we have a morphism $f \in \operatorname{Hom}_{A^{\prime} \otimes A}\left(A^{\prime} \otimes A, A^{\prime} \otimes A\right)$. We set $f^{\prime}$ to be the composition

$$
1 \xrightarrow{e_{A^{\prime} \otimes A}} A^{\prime} \otimes A \xrightarrow{f} A^{\prime} \otimes A
$$

Then, from the proof of Proposition 3.1, we know that $f$ is equal to the composition

$$
\begin{equation*}
A^{\prime} \otimes A \cong A^{\prime} \otimes A \otimes 1 \xrightarrow{1 \otimes f^{\prime}} A^{\prime} \otimes A \otimes A^{\prime} \otimes A \xrightarrow{m_{A} \otimes m_{A^{\prime}}} A^{\prime} \otimes A \tag{5-13}
\end{equation*}
$$

We set $f_{\tau}:=\tau \circ f: A^{\prime} \otimes A \rightarrow A^{\prime} \otimes A$ and denote by $f_{\tau}^{\prime}$ the composition $A^{\prime} \otimes A \otimes 1 \xrightarrow{1 \otimes e_{A^{\prime} \otimes A}} A^{\prime} \otimes A \otimes A^{\prime} \otimes A \xrightarrow{1 \otimes f_{\tau}} A^{\prime} \otimes A \otimes A^{\prime} \otimes A \xrightarrow{m_{A} \otimes m_{A^{\prime}}} A^{\prime} \otimes A$. It follows that $f_{\tau}^{\prime} \in \operatorname{Hom}_{A^{\prime} \otimes A}\left(A^{\prime} \otimes A, A^{\prime} \otimes A\right)$. We now consider the following commutative diagram in $A^{\prime}-\mathrm{Mod}$ :

$$
A^{\prime} \otimes A \otimes 1 \xrightarrow{\tau \otimes e_{A^{\prime}} \otimes A} A^{\prime} \otimes A \otimes A^{\prime} \otimes A \xrightarrow{1 \otimes f_{\tau}} \quad A^{\prime} \otimes A \otimes A^{\prime} \otimes A \xrightarrow{m_{A} \otimes m_{A^{\prime}}} A^{\prime} \otimes A
$$



The upper rectangle in the figure above is commutative because $f_{\tau}=\tau \circ f$, while the lower rectangle commutes because $\tau$ is a morphism of algebras. Identifying $A^{\prime} \otimes A$ with $A^{\prime} \otimes A \otimes 1$, it now follows that

$$
\begin{equation*}
f_{\tau}^{\prime} \circ \tau=\tau \circ f \in \operatorname{Hom}_{A^{\prime}}\left(A^{\prime} \otimes A, A^{\prime} \otimes A\right) \tag{5-14}
\end{equation*}
$$

Since $\tau$ is an automorphism, we have $f_{\tau}^{\prime}=\tau f \tau^{-1}$. Then, since $\operatorname{Hom}_{A^{\prime}}\left(A^{\prime}, A^{\prime}\right)$ is commutative,

$$
N_{A^{\prime}}\left(f_{\tau}^{\prime}\right)=N_{A^{\prime}}\left(\tau f \tau^{-1}\right)=N_{A^{\prime}}(\tau f) N_{A^{\prime}}\left(\tau^{-1}\right)=N_{A^{\prime}}\left(\tau^{-1}\right) N_{A^{\prime}}(\tau f)=N_{A^{\prime}}(f)
$$

We also note that if $h_{1}, h_{2} \in G(A)=\operatorname{Hom}_{\mathrm{Alg}}(A, A)$ are two morphisms of algebras, the product $h_{1} * h_{2} \in G(A)$ corresponds to the morphism

$$
\begin{equation*}
h_{1} * h_{2}: A \xrightarrow{\Delta_{A}} A \otimes A \xrightarrow{h_{1} \otimes h_{2}} A \otimes A \xrightarrow{m_{A}} A \tag{5-15}
\end{equation*}
$$

We have an isomorphism

$$
\begin{equation*}
H: \operatorname{Hom}(A, A) \xrightarrow{\cong} \operatorname{Hom}_{A^{\prime} \otimes A}\left(A^{\prime} \otimes A, A^{\prime} \otimes A\right) \tag{5-16}
\end{equation*}
$$

In particular, let $f=H\left(1_{A}\right)$. Then, we have $f_{\tau}^{\prime}=H\left(\left(1_{A} \otimes u\right) \circ \Delta_{A}\right)$. Now, since $N_{A^{\prime}}(f)=N_{A^{\prime}}\left(f_{\tau}^{\prime}\right)$, it follows that

$$
\begin{align*}
N_{A^{\prime}}(f) & =N_{A^{\prime}}\left(H\left(\left(1_{A} \otimes u\right) \circ \Delta_{A}\right)\right)  \tag{5-17}\\
& =N_{A^{\prime}}\left(H\left(m_{A} \circ\left(1_{A} \otimes e_{*}(u)\right) \circ \Delta_{A}\right)\right) \\
& =N\left(1_{A} * e_{*}(u)\right)  \tag{5-9}\\
& =N\left(1_{A}\right) * N\left(e_{*}(u)\right)=N_{A^{\prime}}(f) * N_{A^{\prime}}(\tau)
\end{align*}
$$

where the products $N\left(1_{A}\right) * N\left(e_{*}(u)\right)$ and $N_{A^{\prime}}(f) * N_{A^{\prime}}(\tau)$ are taken in $G(1)$. Finally, from Lemma 5.2, we know that $N_{A^{\prime}}(\tau)=u^{r} \in G(1)$. Combining with (5-17), it follows that $u^{r}$ is the identity element of the group $G(1)$.

Theorem 5.4. Let $G=\mathfrak{s p e c}(A)$ be an affine commutative group scheme free of finite rank $r$. Then, for any algebra $B$ in $\mathbf{C}$ and any element $u \in G(B)$, we have $u^{r}=1_{B}$, where $1_{B}$ denotes the identity element of $G(B)$.

Proof. For any algebra $B$ in $\mathbf{C}$, we consider the symmetric monoidal category $\left(B-M o d, \otimes_{B}, B\right)$. Then, if we set $B_{A}:=B \otimes A$, the functor $\operatorname{Hom}_{B-A l g}\left(B_{A}, \ldots\right)$ defines an affine commutative group scheme $G_{B}$ on $B-\operatorname{Mod}$ free of finite rank $r$.

From Proposition 5.3, it now follows that all elements in the group $G_{B}(B)$ are annihilated by raising to the $r$-th power. Further, from Lemma 4.3, it follows that $G_{B}(B)=\operatorname{Hom}_{B-A l g}(B \otimes A, B) \cong \operatorname{Hom}_{\text {Alg }}(A, B)=G(B)$. This proves the result.
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# EIGENVALUE ESTIMATES ON DOMAINS IN COMPLETE NONCOMPACT RIEMANNIAN MANIFOLDS 

Daguang Chen, Tao Zheng and Min Lu


#### Abstract

In this paper, we obtain universal inequalities for eigenvalues of the Dirichlet eigenvalue problem of the Laplacian and the clamped plate problem on a bounded domain in an $n$-dimensional ( $n \geq 3$ ) noncompact simply connected complete Riemannian manifold with sectional curvature Sec satisfying $-K^{2} \leq \operatorname{Sec} \leq-k^{2}$, where $K \geq k \geq 0$ are constants. When $M$ is $\mathbb{H}^{n}(-1)$ ( $n \geq 3$ ), these inequalities become ones previously found by Cheng and Yang.


## 1. Introduction

Let $M$ be an n -dimensional complete Riemannian manifold and $\Omega \subset M$ a bounded domain in $M$. The Dirichlet eigenvalue problem of the Laplacian is

$$
\begin{cases}\Delta u=-\lambda u & \text { in } \Omega,  \tag{1-1}\\ u=0 & \text { on } \partial \Omega\end{cases}
$$

It is well known that the spectrum of this problem is real and discrete:

$$
0<\lambda_{1}<\lambda_{2} \leq \lambda_{3} \leq \cdots \nearrow \infty,
$$

where each $\lambda_{i}$ has finite multiplicity which is repeated according to its multiplicity.
A Dirichlet eigenvalue problem of the biharmonic operator or a clamped plate problem that describes the characteristic vibrations of a clamped plate is given by

$$
\begin{cases}\Delta^{2} u=\Gamma u & \text { in } \Omega  \tag{1-2}\\ u=\frac{\partial u}{\partial v}=0 & \text { on } \partial \Omega\end{cases}
$$

where $\Delta^{2}$ is the biharmonic operator on $M$ and $v$ denotes the outward normal derivative on $\partial \Omega$. We will denote eigenvalues and the corresponding real eigenfunctions by $\left\{\Gamma_{i}\right\}_{i=1}^{\infty}$ and $\left\{u_{i}\right\}_{i=1}^{\infty}$, respectively. The eigenvalues $\Gamma_{i}$ satisfy

$$
0<\Gamma_{1} \leq \Gamma_{2} \leq \Gamma_{3} \leq \cdots \nearrow \infty .
$$

[^2]When $M$ is a Euclidean space $\mathbb{R}^{n}$, these are estimates for the eigenvalues (1-1) that do not involve domain dependencies [Protter 1988]; see also [Ashbaugh 1999; 2002]. The main developments were obtained by Payne, Pólya, and Weinberger [Payne et al. 1956], Hile and Protter [1980], and Yang [1991]. More recently, for the Dirichlet eigenvalue problems of the Laplacian on a bounded domain in the $n$-dimensional unit sphere, complex projective space, and compact homogeneous Riemannian manifolds, Cheng and Yang [2005; 2006b; 2007] obtained the Yangtype inequalities for eigenvalues. For a bounded domain $\Omega$ in a complete Riemannian manifold $M$, the first author and Cheng [Chen and Cheng 2008] proved a Yang-type inequality by using the Nash embedding theorem (compare [El Soufi et al. 2009; Harrell 2007]).

By making use of estimates for eigenvalues of the eigenvalue problem of the Schröinger like operator with a weight, Harrell and Michel [1994], Ashbaugh [2002], and Ashbaugh and Hermi [2007] have obtained several results. In fact, for $n=2$, the Laplacian on $\mathbb{H}^{2}(-1)$ is like to the Laplacian on $\mathbb{R}^{2}$ with a weight. However, for $n>2$, this property does not hold. Cheng and Yang [2009] found appropriate trial functions and obtained

$$
\begin{equation*}
\sum_{i=1}^{k}\left(\lambda_{k+1}-\lambda_{i}\right)^{2} \leq 4 \sum_{i=1}^{k}\left(\lambda_{k+1}-\lambda_{i}\right)\left(\lambda_{i}-\frac{(n-1)^{2}}{4}\right) \tag{1-3}
\end{equation*}
$$

In this paper, we first treat the Dirichlet eigenvalue problem (1-1) of the Laplacian on a bounded domain of a complete noncompact Riemannian manifold $M$.

Theorem 1.1. Assume that $M^{n}(n \geq 3)$ is a noncompact simply connected complete Riemannian manifold with sectional curvature Sec satisfying $-K^{2} \leq \operatorname{Sec} \leq-k^{2}$, where $K \geq k \geq 0$ are constants. For a bounded domain $\Omega$ in $M$, let $\lambda_{i}$ be the $i$-th eigenvalue of the eigenvalue problem (1-1). Then we obtain
(1-4) $\sum_{i=1}^{k}\left(\lambda_{k+1}-\lambda_{i}\right)^{2} \leq \sum_{i=1}^{k}\left(\lambda_{k+1}-\lambda_{i}\right)\left(4 \lambda_{i}-(n-1)^{2} k^{2}+2(n-1)\left(K^{2}-k^{2}\right)\right)$.
Remark. If $k=K=1$, that is, $M$ is a hyperbolic space $\mathbb{H}^{n}(-1)$, the eigenvalue inequality (1-4) agrees with (1-3) obtained by Cheng and Yang [2009].

The other purpose of this paper is to investigate estimates for eigenvalues of the clamped plate problem (1-2) on bounded domains $\Omega$ in a complete Riemannian manifold $M^{n}$.

For the universal inequalities for eigenvalues of the clamped plate problem in a bounded domain in $\mathbb{R}^{n}$, Payne et al. [1955; 1956] proved that

$$
\begin{equation*}
\Gamma_{k+1}-\Gamma_{k} \leq \frac{8(n+2)}{n^{2} k} \sum_{i=1}^{k} \Gamma_{i}, \quad k=1,2, \ldots \tag{1-5}
\end{equation*}
$$

Hile and Yeh [1984] obtained

$$
\begin{equation*}
\sum_{i=1}^{k} \frac{\Gamma_{i}^{\frac{1}{2}}}{\Gamma_{k+1}-\Gamma_{i}} \geq \frac{n^{2} k^{3 / 2}}{8(n+2)}\left(\sum_{i=1}^{k} \Gamma_{i}\right)^{-\frac{1}{2}}, \quad k=1,2, \ldots \tag{1-6}
\end{equation*}
$$

Hook [1990] and Chen and Qian [1990] independently proved

$$
\begin{equation*}
\frac{n^{2} k^{2}}{8(n+2)} \leq\left(\sum_{i=1}^{k} \frac{\Gamma_{i}^{\frac{1}{2}}}{\Gamma_{k+1}-\Gamma_{i}}\right)\left(\sum_{i=1}^{k} \Gamma_{i}^{\frac{1}{2}}\right), \quad k=1,2, \ldots \tag{1-7}
\end{equation*}
$$

Cheng and Yang [2006a] gave an affirmative answer for a problem on universal inequalities for eigenvalues proposed by Ashbaugh [1999]: they proved that

$$
\begin{equation*}
\Gamma_{k+1}-\frac{1}{k} \sum_{i=1}^{k} \Gamma_{i} \leq\left(\frac{8(n+2)}{n^{2}}\right)^{\frac{1}{2}} \frac{1}{k}\left(\sum_{i=1}^{k} \Gamma_{i}\left(\Gamma_{k+1}-\Gamma_{i}\right)\right)^{\frac{1}{2}}, \quad k=1,2, \ldots \tag{1-8}
\end{equation*}
$$

For domains in a unit sphere, Wang and Xia [2007] gave a universal inequality for the clamped plate problem (1-2). They proved

$$
\begin{equation*}
\sum_{i=1}^{k}\left(\Gamma_{k+1}-\Gamma_{i}\right)^{2} \leq \frac{8(n+2)}{n^{2}} \sum_{i=1}^{k}\left(\Gamma_{k+1}-\Gamma_{i}\right)\left(\Gamma_{i}^{\frac{1}{2}}+\frac{n^{2}}{2 n+4}\right)\left(\Gamma_{i}^{\frac{1}{2}}+\frac{n^{2}}{4}\right) \tag{1-9}
\end{equation*}
$$

For an $n$-dimensional complete manifold $M$, Cheng, Ichikawa, and Mametsuka [Cheng et al. 2010] obtained

$$
\begin{align*}
& \sum_{i=1}^{k}\left(\Gamma_{k+1}-\Gamma_{i}\right)^{2}  \tag{1-10}\\
& \quad \leq \frac{8(n+2)}{n^{2}} \sum_{i=1}^{k}\left(\Gamma_{k+1}-\Gamma_{i}\right)\left(\Gamma_{i}^{\frac{1}{2}}+\frac{n^{2}}{2 n+4} \sup _{\Omega}|H|^{2}\right)\left(\Gamma_{i}^{\frac{1}{2}}+\frac{n^{2}}{4} \sup _{\Omega}|H|^{2}\right)
\end{align*}
$$

For the real hyperbolic space $\mathbb{H}^{n}(-1)$, Cheng and Yang [2011] proved that

$$
\begin{equation*}
\sum_{i=1}^{k}\left(\Gamma_{k+1}-\Gamma_{i}\right)^{2} \leq 24 \sum_{i=1}^{k}\left(\Gamma_{k+1}-\Gamma_{i}\right)\left(\Gamma_{i}^{\frac{1}{2}}-\frac{(n-1)^{2}}{4}\right)\left(\Gamma_{i}^{\frac{1}{2}}-\frac{(n-1)^{2}}{6}\right) \tag{1-11}
\end{equation*}
$$

That paper motivated the present one, where we treat the clamped plate problem on a bounded domain of a noncompact simply connected complete Riemannian manifold $M^{n}$.

Theorem 1.2. Assume that $M^{n}(n \geq 3)$ is a noncompact simply connected complete Riemannian manifold with sectional curvature Sec satisfying $-K^{2} \leq \operatorname{Sec} \leq-k^{2}$, where $K \geq k \geq 0$ are constants. For a bounded domain $\Omega$ in $M$, let $\Gamma_{i}$ be the $i$-th
eigenvalue of the eigenvalue problem (1-2). Then we have

$$
\begin{align*}
\sum_{i=1}^{k}\left(\Gamma_{k+1}-\Gamma_{i}\right)^{2} \leq 24 \sum_{i=1}^{k}\left(\Gamma_{k+1}\right. & \left.-\Gamma_{i}\right)\left(\Gamma_{i}^{\frac{1}{2}}-\frac{n-1}{4}\left((n-1) k^{2}-2\left(K^{2}-k^{2}\right)\right)\right)  \tag{1-12}\\
& \times\left(\Gamma_{i}^{\frac{1}{2}}-\frac{n-1}{6}\left((n-1) k^{2}-2\left(K^{2}-k^{2}\right)\right)\right)
\end{align*}
$$

Remark. If $k=K=1$, that is, $M^{n}$ is a hyperbolic space $\mathbb{H}^{n}(-1)$, then the eigenvalue inequality (1-12) agrees with (1-11) obtained by Cheng and Yang. Wang and Xia [2011] generalized (1-11) under the assumption that there exists some function whose norm of gradient is 1 and whose Laplacian is a constant.

From Theorem 1.2, we can immediately obtain the following.
Corollary 1.3. Let $\Gamma_{i}$ be the $i$-th eigenvalue of the eigenvalue problem (1-2). Then we have

$$
\sum_{i=1}^{k}\left(\Gamma_{k+1}-\Gamma_{i}\right)^{2} \leq 24 \sum_{i=1}^{k}\left(\Gamma_{k+1}-\Gamma_{i}\right)\left(\Gamma_{i}-\frac{(n-1)^{2}}{16}\left((n-1) k^{2}-2\left(K^{2}-k^{2}\right)\right)^{2}\right)
$$

## 2. Preliminaries

Let $B$ and $C$ be $(n-1) \times(n-1)$ real symmetrical matrixes. If all the eigenvalues of $B$ are equal or greater than all the ones of $C$, then we write $B \succ C$.

Let $(M, g)$ be an $n$-dimensional Riemannian manifold and $D$ the Riemannian connection. The curvature tensor is a (1,3)-tensor defined by

$$
\begin{equation*}
R(X, Y) Z=D_{X} D_{Y} Z-D_{Y} D_{X} Z-D_{[X, Y]} Z \tag{2-1}
\end{equation*}
$$

for all $X, Y, Z \in \Gamma(\mathrm{TM})$. Let $\gamma:[0, b) \longrightarrow M$ be the minimal normal geodesic and $\left\{e_{i}(t)\right\}_{i=1}^{n}$ parallel orthonormal frame fields along $\gamma(t)$ such that $e_{n}(t)=\gamma(t)$. Let

$$
J_{i}(t)=\sum_{j=1}^{n-1} f_{i j}(t) e_{j}(t), i=1, \ldots, n-1
$$

be the normal Jacobi fields along the geodesic $\gamma(t)$; that is

$$
\begin{equation*}
\ddot{f}_{i j}-f_{i l} R_{n j n l}=0, \quad f_{i j}(0)=0, \quad \dot{f}_{i j}(0)=\delta_{i j} \tag{2-2}
\end{equation*}
$$

where

$$
\dot{f}_{i j}=\frac{\mathrm{d}}{\mathrm{~d} t} f_{i j}(t), \quad \ddot{f}_{i j}=\frac{\mathrm{d}^{2}}{\mathrm{~d} t^{2}} f_{i j}(t), \quad R_{n j n l}=g\left(R\left(e_{n}, e_{l}\right) e_{n}, e_{j}\right)=R_{n l n j}
$$

Set

$$
f(t)=\left(f_{i j}(t)\right)_{(n-1) \times(n-1)}, \quad K(t)=\left(R_{n l n j}(\gamma(t))\right)_{(n-1) \times(n-1)},
$$

where $f_{i j}(t)$ is on column $j$ and row $i$. Then (2-2) can be written as

$$
\left\{\begin{array}{l}
\ddot{f}(t)-f(t) K(t)=0, \quad 0<t<b,  \tag{2-3}\\
f(0)=0 \\
\dot{f}(0)=I_{n-1}
\end{array}\right.
$$

where $I_{n-1}$ is the $(n-1) \times(n-1)$ unit matrix.
Define the distance function $r(x)=\operatorname{distance}(x, \gamma(0))$. Then

$$
\begin{equation*}
\operatorname{Hess} r(\gamma(t))=f(t)^{-1} \dot{f}(t), \quad \Delta r(\gamma(t))=\operatorname{tr}\left(f(t)^{-1} \dot{f}(t)\right) \tag{2-4}
\end{equation*}
$$

Assume that $\Omega$ is a bounded domain in an $n$-dimensional noncompact simply connected complete Riemannian manifold ( $M, g$ ) with section curvature Sec satisfying $-K^{2} \leq \operatorname{Sec} \leq-k^{2}$, where $0 \leq k \leq K$ are constants. For $p \notin \bar{\Omega}$ fixed, define the distance function $r(x)=\operatorname{distance}(x, p)$. Then from the Hessian comparison theorem (cf. [Wu et al. 1989]), we have

$$
\begin{equation*}
K \frac{\cosh K r}{\sinh K r} I_{n-1} \succ \text { Hess } r \succ k \frac{\cosh k r}{\sinh k r} I_{n-1} \tag{2-5}
\end{equation*}
$$

From (2-4) and (2-5), we have

$$
\begin{equation*}
(n-1) k \frac{\cosh k r}{\sinh k r} \leq \Delta r \leq(n-1) K \frac{\cosh K r}{\sinh K r} \tag{2-6}
\end{equation*}
$$

Since $\partial_{r} \Delta r=-|\operatorname{Hess} r|^{2}-\operatorname{Ric}\left(\partial_{r}, \partial_{r}\right)($ cf. [Petersen 1998]), we have

$$
\begin{equation*}
-\partial_{r} \Delta r \leq(n-1) K^{2} \frac{\cosh ^{2} K r}{\sinh ^{2} K r}-(n-1) k^{2} \tag{2-7}
\end{equation*}
$$

## 3. Proof of Theorem 1.1

Theorem 3.1 [Cheng and Yang 2006b]. Let $\lambda_{i}$ be the $i$-th eigenvalue of the above eigenvalue problem (1-1) and $u_{i}$ the orthonormal eigenfunction corresponding to $\lambda_{i}$; that is, $u_{i}$ satisfies

$$
\left\{\begin{aligned}
u_{i} & =-\lambda u_{i} & & \text { in } \Omega \\
u & =0 & & \text { on } \partial \Omega \\
\int_{\Omega} u_{i} u_{j} & =\delta_{i j} & & \text { for all } i, j=1,2, \ldots
\end{aligned}\right.
$$

Then for any $f \in C^{3}(\Omega) \cap C^{2}(\partial \Omega)$, we have

$$
\begin{equation*}
\sum_{i=1}^{k}\left(\lambda_{k+1}-\lambda_{i}\right)^{2} \int_{\Omega}|\nabla f|^{2} u_{i}^{2} \leq \sum_{i=1}^{k}\left(\lambda_{k+1}-\lambda_{i}\right) \int_{\Omega}\left(2 \nabla f \cdot \nabla u_{i}+u_{i} \Delta f\right)^{2} \tag{3-1}
\end{equation*}
$$

Proof of Theorem 1.1. Taking $f=r$ in the formula (3-1), we have

$$
\sum_{i=1}^{k}\left(\lambda_{k+1}-\lambda_{i}\right)^{2} \int_{\Omega}|\nabla r|^{2} u_{i}^{2} \leq \sum_{i=1}^{k}\left(\lambda_{k+1}-\lambda_{i}\right) \int_{\Omega}\left(2 \nabla r \cdot \nabla u_{i}+u_{i} \Delta r\right)^{2}
$$

Since $|\nabla r|=1$, we have

$$
\sum_{i=1}^{k}\left(\lambda_{k+1}-\lambda_{i}\right)^{2} \leq \sum_{i=1}^{k}\left(\lambda_{k+1}-\lambda_{i}\right) \int_{\Omega}\left(2 \nabla r \cdot \nabla u_{i}+u_{i} \Delta r\right)^{2}
$$

From (2-6) and (2-7), we obtain
(3-2) $\int_{\Omega}\left(2 \nabla r \cdot \nabla u_{i}+u_{i} \Delta r\right)^{2}$

$$
\begin{aligned}
& =4 \int_{\Omega}\left(\nabla r \cdot \nabla u_{i}\right)^{2}+4 \int_{\Omega} u_{i} \Delta r \nabla r \cdot \nabla u_{i}+\int_{\Omega}\left(u_{i} \Delta r\right)^{2} \\
& \leq 4 \int_{\Omega}\left|\nabla u_{i}\right|^{2}-\int_{\Omega} u_{i}^{2}(\Delta r)^{2}-2 \int_{\Omega} u_{i}^{2} \nabla r \cdot \nabla \Delta r \\
& =4 \int_{\Omega}\left|\nabla u_{i}\right|^{2}-\int_{\Omega} u_{i}^{2}(\Delta r)^{2}-2 \int_{\Omega} u_{i}^{2} \partial_{r} \Delta r \\
& =4 \int_{\Omega}\left|\nabla u_{i}\right|^{2}-\int_{\Omega} u_{i}^{2}(\Delta r)^{2}+2 \int_{\Omega} u_{i}^{2}\left(\operatorname{Ric}\left(\partial_{r}, \partial_{r}\right)+|\operatorname{Hess} r|^{2}\right) \\
& \leq 4 \lambda_{i}-(n-1)^{2} k^{2} \int_{\Omega} u_{i}^{2} \frac{\cosh ^{2} k r}{\sinh ^{2} k r}
\end{aligned}
$$

$$
-2(n-1) k^{2}+2(n-1) K^{2} \int_{\Omega} u_{i}^{2} \frac{\cosh ^{2} K r}{\sinh ^{2} K r}
$$

$$
=4 \lambda_{i}-(n-1)^{2} k^{2}+2(n-1)\left(K^{2}-k^{2}\right)
$$

$$
-(n-1)^{2} \int_{\Omega} \frac{k^{2}}{\sinh ^{2} k r} u_{i}^{2}+2(n-1) \int_{\Omega} \frac{K^{2}}{\sinh ^{2} K r} u_{i}^{2}
$$

Since $K \geq k \geq 0$ and $r>0$, we have

$$
\begin{equation*}
\frac{K}{\sinh K r} \leq \frac{k}{\sinh k r} \tag{3-3}
\end{equation*}
$$

Since $n \geq 3$, we have

$$
\begin{equation*}
(n-1)^{2} \frac{k^{2}}{\sinh ^{2} k r}-2(n-1) \frac{K^{2}}{\sinh ^{2} K r} \geq(n-1)(n-3) \frac{k^{2}}{\sinh ^{2} k r} \geq 0 \tag{3-4}
\end{equation*}
$$

Finally, we have

$$
\sum_{i=1}^{k}\left(\lambda_{k+1}-\lambda_{i}\right)^{2} \leq \sum_{i=1}^{k}\left(\lambda_{k+1}-\lambda_{i}\right)\left(4 \lambda_{i}-(n-1)^{2} k^{2}+2(n-1)\left(K^{2}-k^{2}\right)\right)
$$

## 4. Proof of Theorem 1.2

Let $u_{i}$ be the $i$-th orthonormal eigenfunction corresponding to the eigenvalue $\Gamma_{i}$, $i=1, \ldots, k$; that is,

$$
\begin{cases}\Delta^{2} u_{i}=\Gamma_{i} u_{i} & \text { in } \Omega  \tag{4-1}\\ u_{i}=\frac{\partial u_{i}}{\partial v}=0 & \text { on } \partial \Omega \\ \int_{\Omega} u_{i} u_{j}=\delta_{i j} & \text { for any } i, j\end{cases}
$$

Defining the functions

$$
\phi_{i}=r u_{i}-\sum_{j=1}^{k} a_{i j} u_{j}
$$

where

$$
a_{i j}=\int_{\Omega} r u_{i} u_{j}
$$

we have
(4-2) $\left.\quad \phi_{i}\right|_{\partial \Omega}=\left.\frac{\partial \phi_{i}}{\partial v}\right|_{\partial \Omega}=0 \quad$ and $\quad \int_{\Omega} \phi_{i} u_{j}=0 \quad$ for all $i, j=1, \ldots, k$.
Therefore, we know that $\phi_{i} \mathrm{~s}$ are trial functions. From the Rayleigh-Ritz inequality [Chavel 1984], we have

$$
\begin{equation*}
\Gamma_{k+1} \leq \frac{1}{\left\|\phi_{i}\right\|^{2}} \int_{\Omega}\left(\Delta \phi_{i}\right)^{2} \tag{4-3}
\end{equation*}
$$

where

$$
\left\|\phi_{i}\right\|^{2}=\int_{\Omega} \phi_{i}^{2}
$$

From (4-1) and (4-2), we have

$$
\begin{aligned}
\Gamma_{k+1} \int_{\Omega} \phi_{i}^{2} & \leq \int_{\Omega}\left(\Delta \phi_{i}\right)^{2}=\int_{\Omega} \phi_{i} \Delta^{2} \phi_{i}=\int_{\Omega} \phi_{i} \Delta^{2}\left(r u_{i}-\sum_{j=1}^{k} a_{i j} u_{j}\right) \\
& =\int_{\Omega} \phi_{i} \Delta^{2}\left(r u_{i}\right)=\int_{\Omega} \phi_{i}\left(\Delta^{2}\left(r u_{i}\right)-\Gamma_{i} r u_{i}\right)+\Gamma_{i} \int_{\Omega} \phi_{i}^{2}
\end{aligned}
$$

that is,

$$
\left(\Gamma_{k+1}-\Gamma_{i}\right)\left\|\phi_{i}\right\|^{2} \leq \int_{\Omega} \phi_{i}\left(\Delta^{2}\left(r u_{i}\right)-\Gamma_{i} r u_{i}\right)
$$

From the definition of $\phi_{i}$ and (4-2), we have
(4-4) $\quad\left(\Gamma_{k+1}-\Gamma_{i}\right)\left\|\phi_{i}\right\|^{2}$

$$
\begin{aligned}
& \leq \int_{\Omega}\left(r u_{i}-\sum_{j=1}^{k} a_{i j} u_{j}\right)\left(\Delta^{2}\left(r u_{i}\right)-\Gamma_{i} r u_{i}\right) \\
& =\int_{\Omega} r u_{i}\left(\Delta^{2}\left(r u_{i}\right)-\Gamma_{i} r u_{i}\right)+\sum_{j=1}^{k} a_{i j}^{2}\left(\Gamma_{i}-\Gamma_{j}\right) \\
& =\int_{\Omega} r u_{i}\left(\Delta\left(u_{i} \Delta r\right)+2 \Delta\left(\nabla r \cdot \nabla u_{i}\right)+2 \nabla r \cdot \nabla \Delta u_{i}+\Delta r \Delta u_{i}\right) \\
& \\
& \quad+\sum_{j=1}^{k} a_{i j}^{2}\left(\Gamma_{i}-\Gamma_{j}\right) .
\end{aligned}
$$

From (2-6), (2-7), and Stokes' theorem, by a direct calculation, we have

$$
\text { (4-5) } \quad \int_{\Omega} r u_{i}\left(\Delta\left(u_{i} \Delta r\right)+2 \Delta\left(\nabla r \cdot \nabla u_{i}\right)+2 \nabla r \cdot \nabla \Delta u_{i}+\Delta r \Delta u_{i}\right)
$$

$$
=\int_{\Omega}\left(\Delta\left(r u_{i}\right)\left(u_{i} \Delta r+2 \nabla r \cdot \nabla u_{i}\right)+u_{i} \nabla r^{2} \cdot \nabla \Delta u_{i}+u_{i} r \Delta r \Delta u_{i}\right)
$$

$$
=\int_{\Omega}\left(\left(u_{i} \Delta r+2 \nabla r \cdot \nabla u_{i}+r \Delta u_{i}\right)\left(u_{i} \Delta r+2 \nabla r \cdot \nabla u_{i}\right)\right.
$$

$$
\left.+u_{i} \nabla r^{2} \cdot \nabla \Delta u_{i}+u_{i} r \Delta r \Delta u_{i}\right)
$$

$$
=\int_{\Omega}\left((\Delta r)^{2} u_{i}^{2}+2 \nabla r \cdot \nabla u_{i}^{2} \Delta r+4\left(\nabla r \cdot \nabla u_{i}\right)^{2}+2 r u_{i} \Delta r \Delta u_{i}+\nabla r^{2} \cdot \nabla u_{i} \Delta u_{i}\right)
$$

$$
+\int_{\Omega} u_{i} \nabla r^{2} \cdot \nabla \Delta u_{i}
$$

$$
=\int_{\Omega}\left((\Delta r)^{2} u_{i}^{2}+2 \nabla r \cdot \nabla u_{i}^{2} \Delta r+4\left(\nabla r \cdot \nabla u_{i}\right)^{2}+2 r u_{i} \Delta r \Delta u_{i}+\nabla r^{2} \cdot \nabla\left(u_{i} \Delta u_{i}\right)\right)
$$

$$
=\int_{\Omega}\left((\Delta r)^{2} u_{i}^{2}+2 \nabla r \cdot \nabla u_{i}^{2} \Delta r+4\left(\nabla r \cdot \nabla u_{i}\right)^{2}+\left(2 r \Delta r-\Delta r^{2}\right) u_{i} \Delta u_{i}\right)
$$

$$
=\int_{\Omega}\left(-(\Delta r)^{2} u_{i}^{2}-2 u_{i}^{2} \nabla r \cdot \nabla \Delta r+4\left(\nabla r \cdot \nabla u_{i}\right)^{2}-2 u_{i} \Delta u_{i}\right)
$$

$$
\leq \int_{\Omega}\left(4\left|\nabla u_{i}\right|^{2}-2 u_{i} \Delta u_{i}\right)-\int_{\Omega} u_{i}^{2}\left(2 \nabla r \cdot \nabla \Delta r+(\Delta r)^{2}\right)
$$

$$
\leq \int_{\Omega} u_{i}^{2}\left(-(n-1)^{2} k^{2} \frac{\cosh ^{2} k r}{\sinh ^{2} k r}-2(n-1) k^{2}+2(n-1) K^{2} \frac{\cosh ^{2} K r}{\sinh ^{2} K r}\right)
$$

$$
+\int_{\Omega}\left(4\left|\nabla u_{i}\right|^{2}+2 u_{i}\left(-\Delta u_{i}\right)\right)
$$

Since $n \geq 3$, from (3-4), we have

$$
\begin{align*}
\int_{\Omega} r u_{i}\left(\Delta\left(u_{i} \Delta r\right)\right. & \left.+2 \Delta\left(\nabla r \cdot \nabla u_{i}\right)+2 \nabla r \cdot \nabla \Delta u_{i}+\Delta r \Delta u_{i}\right)  \tag{4-6}\\
\leq & 6 \int_{\Omega} u_{i}\left(-\Delta u_{i}\right)-\int_{\Omega} u_{i}^{2}\left((n-1)^{2} k^{2}-2(n-1)\left(K^{2}-k^{2}\right)\right) \\
\leq & 6\left(\int_{\Omega}\left(\Delta u_{i}\right)^{2}\right)^{\frac{1}{2}}-(n-1)\left((n-1) k^{2}-2\left(K^{2}-k^{2}\right)\right) \\
= & 6\left(\Gamma_{i}^{\frac{1}{2}}-\frac{n-1}{6}\left((n-1) k^{2}-2\left(K^{2}-k^{2}\right)\right)\right)
\end{align*}
$$

From (4-4) and (4-6), we deduce
(4-7) $\quad\left(\Gamma_{k+1}-\Gamma_{i}\right)\left\|\phi_{i}\right\|^{2}$

$$
\leq 6\left(\Gamma_{i}^{\frac{1}{2}}-\frac{n-1}{6}\left((n-1) k^{2}-2\left(K^{2}-k^{2}\right)\right)\right)+\sum_{j=1}^{k} a_{i j}^{2}\left(\Gamma_{i}-\Gamma_{j}\right)
$$

Defining

$$
b_{i j}=\int_{\Omega}\left(\nabla r \cdot \nabla u_{i}+\frac{1}{2} u_{i} \Delta r\right) u_{j},
$$

we have

$$
b_{i j}=-b_{j i}
$$

From the definitions of $b_{i j}$ and $\phi_{i}$, we obtain

$$
\begin{aligned}
& \text { (4-8) }-2 \int_{\Omega} \phi_{i}\left(\nabla r \cdot \nabla u_{i}+\frac{1}{2} \Delta r u_{i}\right) \\
& \\
& =-2 \int_{\Omega}\left(r u_{i}-\sum_{j=1}^{k} a_{i j} u_{j}\right)\left(\nabla r \cdot \nabla u_{i}+\frac{1}{2} \Delta r u_{i}\right) \\
& \\
& =-2 \int_{\Omega} r u_{i}\left(\nabla r \cdot \nabla u_{i}+\frac{1}{2} \Delta r u_{i}\right)+2 \sum_{j=1}^{k} a_{i j} b_{i j} \\
& \\
& =-\int_{\Omega}\left(\frac{1}{2} \nabla r^{2} \cdot \nabla u_{i}^{2}+r \Delta r u_{i}^{2}\right)+2 \sum_{j=1}^{k} a_{i j} b_{i j} \\
& \\
& =1+2 \sum_{j=1}^{k} a_{i j} b_{i j}
\end{aligned}
$$

From (4-2), (4-8), and the Cauchy-Schwartz inequality, we have

$$
\begin{align*}
1+2 \sum_{j=1}^{k} a_{i j} b_{i j} & =-2 \int_{\Omega} \phi_{i}\left(\nabla r \cdot \nabla u_{i}+\frac{1}{2} u_{i} \Delta r\right)  \tag{4-9}\\
& =-2 \int_{\Omega} \phi_{i}\left(\nabla r \cdot \nabla u_{i}+\frac{1}{2} u_{i} \Delta r-\sum_{j=1}^{k} b_{i j} u_{j}\right) \\
& \leq \alpha_{i}\left\|\phi_{i}\right\|^{2}+\frac{1}{\alpha_{i}}\left\|\nabla r \cdot \nabla u_{i}+\frac{1}{2} u_{i} \Delta r-\sum_{j=1}^{k} b_{i j} u_{j}\right\|^{2} \\
& =\alpha_{i}\left\|\phi_{i}\right\|^{2}+\frac{1}{\alpha_{i}}\left(\left\|\nabla r \cdot \nabla u_{i}+\frac{1}{2} u_{i} \Delta r\right\|^{2}-\sum_{j=1}^{k} b_{i j}^{2}\right)
\end{align*}
$$

where $\alpha_{i}>0$ is a positive constant.
If $\Gamma_{k+1}-\Gamma_{i}>0$, defining

$$
\alpha_{i}=\left(\Gamma_{k+1}-\Gamma_{i}\right) \beta_{i} \quad \text { for } \beta_{i}>0,
$$

we infer that
(4-10) $\quad\left(\Gamma_{k+1}-\Gamma_{i}\right)^{2}\left(1+2 \sum_{j=1}^{k} a_{i j} b_{i j}\right)$

$$
\begin{aligned}
& \leq\left(\Gamma_{k+1}-\Gamma_{i}\right)^{3} \beta_{i}\left\|\phi_{i}\right\|^{2} \\
&+m \frac{1}{\beta_{i}}\left(\Gamma_{k+1}-\Gamma_{i}\right)\left(\left\|\nabla r \cdot \nabla u_{i}+\frac{1}{2} u_{i} \Delta r\right\|^{2}-\sum_{j=1}^{k} b_{i j}^{2}\right)
\end{aligned}
$$

From (2-6), (2-7), and (3-4), we obtain
(4-11) $\int_{\Omega}\left(2 \nabla r \cdot \nabla u_{i}+u_{i} \Delta r\right)^{2}$

$$
\begin{aligned}
& =4 \int_{\Omega}\left(\nabla r \cdot \nabla u_{i}\right)^{2}+4 \int_{\Omega} u_{i} \Delta r \nabla r \cdot \nabla u_{i}+\int_{\Omega}\left(u_{i} \Delta r\right)^{2} \\
& \leq 4 \int_{\Omega}\left|\nabla u_{i}\right|^{2}-\int_{\Omega} u_{i}^{2}(\Delta r)^{2}-2 \int_{\Omega} u_{i}^{2} \nabla r \cdot \nabla \Delta r \\
& \leq 4 \Gamma_{i}^{\frac{1}{2}}-(n-1)\left((n-1) k^{2}-2\left(K^{2}-k^{2}\right)\right) \\
& \leq 4\left(\Gamma_{i}^{\frac{1}{2}}-\frac{n-1}{4}\left((n-1) k^{2}-2\left(K^{2}-k^{2}\right)\right)\right) .
\end{aligned}
$$

Therefore, from (4-7), (4-9), (4-10), and (4-11), we obtain

$$
\begin{aligned}
& \text { (4-12) } \quad\left(\Gamma_{k+1}-\Gamma_{i}\right)^{2}\left(1+2 \sum_{j=1}^{k} a_{i j} b_{i j}\right) \\
& \leq\left(\Gamma_{k+1}-\Gamma_{i}\right)^{2} \beta_{i}\left(6\left(\Gamma_{i}^{\frac{1}{2}}-\frac{n-1}{6}\left((n-1) k^{2}-2\left(K^{2}-k^{2}\right)\right)\right)+\sum_{j=1}^{k} a_{i j}^{2}\left(\Gamma_{i}-\Gamma_{j}\right)\right) \\
& \quad+\frac{1}{\beta_{i}}\left(\Gamma_{k+1}-\Gamma_{i}\right)\left(\Gamma_{i}^{\frac{1}{2}}-\frac{n-1}{4}\left((n-1) k^{2}-2\left(K^{2}-k^{2}\right)\right)\right) \\
& \quad-\frac{1}{\beta_{i}}\left(\Gamma_{k+1}-\Gamma_{i}\right) \sum_{j=1}^{k} b_{i j}^{2} .
\end{aligned}
$$

From the antisymmetry of $b_{i j}$ and the Cauchy-Schwartz inequality, we have

$$
\begin{aligned}
& 2 \sum_{i, j=1}^{k}\left(\Gamma_{k+1}-\Gamma_{i}\right)^{2} a_{i j} b_{i j} \\
& \\
& \quad-\sum_{i, j=1}^{k}\left(\Gamma_{k+1}-\Gamma_{i}\right)\left(\Gamma_{i}-\Gamma_{j}\right)^{2} \beta_{i} a_{i j}^{2}-\sum_{i, j=1}^{k} \frac{1}{\beta_{i}}\left(\Gamma_{k+1}-\Gamma_{i}\right) b_{i j}^{2} \leq 0 .
\end{aligned}
$$

From the above inequality and (4-12), we obtain
(4-13)

$$
\begin{aligned}
& \sum_{i=1}^{k}\left(\Gamma_{k+1}-\Gamma_{i}\right)^{2} \\
& \leq 6 \sum_{i=1}^{k}\left(\Gamma_{k+1}-\Gamma_{i}\right)^{2} \beta_{i}\left(\Gamma_{i}^{\frac{1}{2}}-\frac{n-1}{6}\left((n-1) k^{2}-2\left(K^{2}-k^{2}\right)\right)\right) \\
&+\sum_{i=1}^{k} \frac{1}{\beta_{i}}\left(\Gamma_{k+1}-\Gamma_{i}\right)\left(\Gamma_{i}^{\frac{1}{2}}-\frac{n-1}{4}\left((n-1) k^{2}-2\left(K^{2}-k^{2}\right)\right)\right) \\
&+\sum_{i, j=1}^{k}\left(\Gamma_{k+1}-\Gamma_{i}\right)\left(\Gamma_{k+1}-\Gamma_{j}\right)\left(\Gamma_{i}-\Gamma_{j}\right) \beta_{i} a_{i j}^{2}
\end{aligned}
$$

From the variational principle, we can prove that

$$
\Gamma_{i} \geq \lambda_{i}^{2}
$$

where $\lambda_{i}$ denotes the $i$-th eigenvalue of the Dirichlet eigenvalue problem of the Laplacian on the same domain $\Omega$. Since $4 \lambda_{1} \geq(n-1)^{2} k^{2}-2\left(K^{2}-k^{2}\right)$ from (3-2), setting

$$
\beta_{i}=\beta\left(\Gamma_{i}^{\frac{1}{2}}-\frac{n-1}{6}\left((n-1) k^{2}-2\left(K^{2}-k^{2}\right)\right)\right)^{-1} \quad \text { for } \beta>0
$$

gives us

$$
\begin{aligned}
& \sum_{i, j=1}^{k}\left(\Gamma_{k+1}-\Gamma_{i}\right)\left(\Gamma_{k+1}-\Gamma_{j}\right)\left(\Gamma_{i}-\Gamma_{j}\right) \beta_{i} a_{i j}^{2} \\
&=\frac{1}{2} \sum_{i, j=1}^{k}\left(\Gamma_{k+1}-\Gamma_{i}\right)\left(\Gamma_{k+1}-\Gamma_{j}\right)\left(\Gamma_{i}-\Gamma_{j}\right)\left(\beta_{i}-\beta_{j}\right) a_{i j}^{2} \\
&=-\frac{1}{2} \beta \sum_{i, j=1}^{k} \frac{\left(\Gamma_{k+1}-\Gamma_{i}\right)\left(\Gamma_{k+1}-\Gamma_{j}\right)\left(\Gamma_{i}-\Gamma_{j}\right)\left(\Gamma_{i}^{\frac{1}{2}}-\Gamma_{j}^{\frac{1}{2}}\right)}{\left(\Gamma_{i}^{\frac{1}{2}}-\frac{n-1}{6}\left((n-1) k^{2}-2\left(K^{2}-k^{2}\right)\right)\right)} a_{i j}^{2} \\
& \quad \times\left(\Gamma_{i}^{\frac{1}{2}}-\frac{n-1}{6}\left((n-1) k^{2}-2\left(K^{2}-k^{2}\right)\right)\right) \\
& \leq 0 .
\end{aligned}
$$

Therefore, we obtain

$$
\begin{aligned}
& \sum_{i=1}^{k}\left(\Gamma_{k+1}-\Gamma_{i}\right)^{2} \leq 6 \beta \sum_{i=1}^{k}\left(\Gamma_{k+1}-\Gamma_{i}\right)^{2} \\
&+\frac{1}{\beta} \sum_{i=1}^{k}\left(\Gamma_{k+1}-\Gamma_{i}\right)\left(\Gamma_{i}^{\frac{1}{2}}-\frac{n-1}{4}\left((n-1) k^{2}-2\left(K^{2}-k^{2}\right)\right)\right) \\
& \times\left(\Gamma_{i}^{\frac{1}{2}}-\frac{n-1}{6}\left((n-1) k^{2}-2\left(K^{2}-k^{2}\right)\right)\right)
\end{aligned}
$$

Finally, taking $\beta=\frac{1}{12}$, we deduce (1-12). This completes the proof of Theorem 1.2.
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# REALIZING THE LOCAL WEIL REPRESENTATION OVER A NUMBER FIELD 

Gerald Cliff and David McNeilly

Let $\boldsymbol{F}$ be a non-Archimedean local field whose residue field has order $\boldsymbol{q}$ and characteristic $p \neq 2$. We show that the Weil representations of the symplectic group $\operatorname{Sp}(2 n, F)$ can be realized over the field

$$
E_{0}= \begin{cases}\mathbb{Q}(\sqrt{p}, \sqrt{-p}), & \text { if } q \text { is not a square; } \\ \mathbb{Q}(\sqrt{-p}), & \text { if } q \text { is a square and } p \equiv 1 \bmod 4 ; \\ \mathbb{Q}(\sqrt{-1}), & \text { if } q \text { is a square and } p \equiv 3 \bmod 4 .\end{cases}
$$

Furthermore, the field $E_{0}$ is shown to be optimal if $q \equiv 1 \bmod 4$.

## 1. Introduction

Let $F$ be a non-Archimedean local field whose residue field has order $q$ and characteristic $p \neq 2$. Our main result is that the Weil representations of the symplectic group $\operatorname{Sp}(2 n, F)$, can be realized over the number field

$$
E_{0}= \begin{cases}\mathbb{Q}(\sqrt{p}, \sqrt{-p}), & \text { if } q \text { is not a square; } \\ \mathbb{Q}(\sqrt{-p}), & \text { if } q \text { is a square and } p \equiv 1 \bmod 4 ; \\ \mathbb{Q}(\sqrt{-1}), & \text { if } q \text { is a square and } p \equiv 3 \bmod 4 .\end{cases}
$$

This answers a question raised by D. Prasad [1998]. A consequence of this, also pointed out by Prasad, is that the local theta correspondence can be defined for representations which are realized over $E_{0}$.

Let $\lambda$ be a nontrivial, continuous, complex, unitary character of the additive group of the field $F$. We shall use $\mathbb{Q}(\lambda)$ to denote the field obtained by adjoining all of the character values of $\lambda$ to $\mathbb{Q}$, and set $E=\mathbb{Q}(\lambda)(\sqrt{-1})$. We observe that $E$ is an algebraic extension of $\mathbb{Q}$. Indeed, if $F$ has characteristic $0, E$ is the field obtained from $\mathbb{Q}$ by adjoining $\sqrt{-1}$ and all $p$-power roots of unity. On the other hand, if char $F=p$ then $E$ is the number field obtained by adjoining a primitive $4 p$-th root of unity to $\mathbb{Q}$.

MSC2000: 11F70, 22E50.
Keywords: Weil representation, local fields.

Let $F^{2 n}=X \oplus Y$ be a decomposition of $F^{2 n}$ as a direct sum of totally isotropic $F$ subspaces, with respect to the alternating form on $F^{2 n}$ used to define the symplectic group $S p(2 n, F)$. Ranga Rao [1993] provided an explicit realization of the Weil representation $W_{\lambda}$ of $\operatorname{Sp}(2 n, F)$ associated with $\lambda$ as integral operators acting on the Bruhat-Schwartz space $\mathscr{S}(X)$ of complex valued, locally constant functions on $X$ of compact support. For a subfield $L$ of $\mathbb{C}$, define $\mathscr{\mathscr { S }}(X, L)$ to be the space of locally constant functions on $X$ of compact support having values in $L$. Observing that the Haar measure $\mu_{\lambda, g}$ used to define the operators $W_{\lambda}(g)$ is $\mathbb{Q}(\sqrt{q})$-rational, we are able to show that the space $\mathscr{P}(X, E)$ is invariant under the Weil representation $W_{\lambda}$, hence provides a realization of the Weil representation over the algebraic extension $E$. In particular, this provides an affirmative answer to Prasad's question in the case char $F=p$.

The latter half of the paper is devoted to the construction a 1-cocycle $\delta$ on $\operatorname{Gal}\left(E / E_{0}\right)$ with values in $\operatorname{GL}(\mathscr{Y}(X, E))$ such that

$$
\begin{equation*}
{ }^{\sigma} W_{\lambda}(g)=\delta(\sigma)^{-1} W_{\lambda}(g) \delta(\sigma), \quad g \in \operatorname{Sp}(V) \tag{I}
\end{equation*}
$$

Using Galois descent, we show that there exists $\alpha \in \operatorname{GL}(\mathcal{Y}(X, E))$ such that $\delta(\sigma)=$ $\alpha^{-1} \sigma_{\alpha}$ for $\sigma \in \operatorname{Gal}\left(E / E_{0}\right)$.
Main theorem. The operators $\alpha W_{\lambda}(g) \alpha^{-1}$ leave $\mathscr{S}\left(X, E_{0}\right)$ invariant, and provide a form of the Weil representation realized over $E_{0}$.

We should remark that we fail to provide an explicit description of the operator $\alpha$. As such, the problem of finding an explicit realization of the Weil representation over $E_{0}$ remains open.

To indicate how we find the 1-cocycle satisfying (I), for the rest of the introduction we assume that $F$ has characteristic 0 . The Galois group of $\mathbb{Q}(\lambda) / \mathbb{Q}$ is isomorphic to the units $\mathbb{Z}_{p}^{*}$ of the $p$-adic integers. For an element $s$ of $\mathbb{Z}_{p}^{*}$, we let $\sigma_{s}$ denote the corresponding element of $\operatorname{Gal}(\mathbb{Q}(\lambda) / \mathbb{Q})$. For an element $t \in F^{*}$, we define the character $\lambda[t]$ of $F$ by $\lambda[t](r)=\lambda(t r), r \in F$.

For $t \in F^{*}$, let $g_{t} \in \mathrm{Sp}(2 n, F)$ and $f_{t} \in \mathrm{GL}(2 n, F)$ be defined by

$$
\begin{aligned}
& (x+y) g_{t}=t^{-1} x+t y \\
& (x+y) f_{t}=x+t y
\end{aligned}
$$

where $x \in X, y \in Y$. In general, $f_{t}$ is not in $\operatorname{Sp}(2 n, F)$, but conjugation by $f_{t}$ leaves $\operatorname{Sp}(2 n, F)$ invariant. We have

$$
\begin{equation*}
W_{\lambda}\left(g^{f_{t}}\right)=W_{\lambda[t]}(g), \quad g \in \operatorname{Sp}(V) \tag{II}
\end{equation*}
$$

Furthermore, observing $f_{t^{2}}$ is the composite $t I \circ g_{t}$, we show

$$
\begin{equation*}
W_{\lambda}\left(g^{f_{t^{2}}}\right)=W_{\lambda}\left(g_{t}\right)^{-1} W_{\lambda}(g) W_{\lambda}\left(g_{t}\right) \tag{III}
\end{equation*}
$$

On the other hand, restriction to $\mathbb{Q}(\lambda)$ identifies $\operatorname{Gal}\left(E / E_{0}\right)$ with $\left(F^{*}\right)^{2} \cap \mathbb{Z}_{p}^{*}$. If $\sigma \in \operatorname{Gal}\left(E / E_{0}\right)$, we can write

$$
\left.\sigma\right|_{\mathbb{Q}(\lambda)}=\sigma_{t^{2}}
$$

for some $t \in F^{*}$. We note

$$
\begin{equation*}
{ }^{\sigma} W_{\lambda}(g)=W_{\lambda\left[t^{2}\right]}(g) \tag{IV}
\end{equation*}
$$

In light of (II) and (III), we deduce the fundamental identity

$$
{ }^{\sigma} W_{\lambda}(g)=W_{\lambda}\left(g_{t}\right)^{-1} W_{\lambda}(g) W_{\lambda}\left(g_{t}\right)
$$

The last equation is used to show that $\delta(\sigma)=W_{\lambda}\left(g_{t}\right)$ satisfies (I) and almost satisfies the one-cocycle condition. An actual one-cocycle is obtained by slightly modifying the operators $W_{\lambda}\left(g_{t}\right)$.

The paper concludes with an investigation of the optimality of the field $E_{0}$. Our main tool is the $K$-types associated with the compact subgroup $\operatorname{Sp}(\mathscr{L})$ of elements preserving a lattice $\mathscr{L}$ on which the symplectic form $\langle$,$\rangle is nondegenerate. If$ $q \equiv 1 \bmod 4$ then it is impossible to realize the $K$-types in a proper subfield of $E_{0}$, which allows us to deduce that $E_{0}$ is optimal for realizing $W_{\lambda}$. If $q \equiv 3 \bmod 4$, the $K$-types can be realized over the proper subfield $\mathbb{Q}(\sqrt{-p})$ of $E_{0}$. In this case, the possibility of realizing the Weil representation over the smaller field is left open.

## 2. Preliminary remarks on local fields, characters and measures

We fix some notation and recall some elementary facts about the characters of the additive group of a local field. Further details can be found in the first two chapters of [Weil 1974].

Let $F$ be a non-Archimedean local field, $\mathcal{O}$ its ring of integers, and $\mathfrak{m}$ the maximal ideal of $\mathcal{O}$. The order of the residue class field $\kappa=\mathbb{O} / \mathfrak{m}$ shall be denoted $q$; we note that $q$ is power of $p=\operatorname{char} \kappa$. We assume throughout that $p$ is different from 2 ; in particular, 2 is a unit of $\mathcal{O}$.

Given a fractional $\mathbb{O}$-ideal $\mathfrak{a}$, there exists an unique integer $v(\mathfrak{a})$, the valuation of $\mathfrak{a}$, such that

$$
\mathfrak{a}=\mathfrak{m}^{v(\mathfrak{a})}
$$

If $s \in F$ is nonzero, the valuation of the ideal $s \mathbb{O}$ is referred to as the valuation of $s$, denoted $v(s)$. The absolute value on $F$ is related to the valuation $v$ on $F$ by

$$
|s|=q^{-v(s)}, \quad s \in F, s \neq 0 .
$$

Let $\lambda$ be a nontrivial, continuous, unitary, complex linear character of $F^{+}$. The continuity of $\lambda$ ensures that its kernel contains a fractional $\mathbb{O}$-ideal. The fact that $\lambda$ is nontrivial allows one to deduce that the set of all such fractional $\mathbb{O}$-ideals has a
unique maximal element $\mathfrak{i}=\mathfrak{i}_{\lambda}$, the conductor of $\lambda$. The level of $\lambda$ is defined to be the valuation of $\mathfrak{i}_{\lambda}$.

Given $n \geq 1$, let

$$
v_{p^{n}}=\left\{z \in \mathbb{C}: z^{p^{n}}=1\right\}, \quad v_{p^{\infty}}=\bigcup_{n=1}^{\infty} v_{p^{n}}
$$

(The more customary symbol $\mu$ will be used to denote a measure.)
Lemma 1. We have

$$
\operatorname{im} \lambda= \begin{cases}v_{p} & \text { if } \operatorname{char} F=p \\ v_{p^{\infty}} & \text { if } \operatorname{char} F=0\end{cases}
$$

Proof. Take $x \in F$. If char $F=p$ then

$$
1=\lambda(0)=\lambda(p x)=\lambda(x)^{p}
$$

This shows im $\lambda \subseteq v_{p}$. Equality follows from the fact im $\lambda$ is a nontrivial subgroup of the simple abelian group $v_{p}$.

If char $F=0$ then, since $p \in \mathfrak{m}$, there exists an $n \geq 0$ such that $p^{n} x \in \mathfrak{i}_{\lambda}$. For such $n$,

$$
1=\lambda\left(p^{n} x\right)=\lambda(x)^{p^{n}}
$$

Then im $\lambda \subseteq v_{p^{\infty}}$. If the inclusion were proper then there would exist $m \geq 0$ such that im $\lambda=v_{p^{m}}$. In this case, if $x \in F$ then

$$
\lambda(x)=\lambda\left(p^{m} \cdot \frac{x}{p^{m}}\right)=\lambda\left(\frac{x}{p^{m}}\right)^{p^{m}}=1
$$

since $\lambda\left(x / p^{m}\right)$ is a $p^{m}$-th root of unity. As this would contradict the nontriviality of $\lambda, \operatorname{im} \lambda=v_{p^{\infty}}$.

Define $\mathbb{Q}(\lambda)$ to be the field obtained by adjoining to $\mathbb{Q}$ all the character values $\lambda(x), x \in F$. Define

$$
\mathscr{P} \simeq \begin{cases}\mathbb{Z} / p \mathbb{Z} & \text { if char } F=p \\ \mathbb{Z}_{p} & \text { if char } F=0\end{cases}
$$

Note that $\mathscr{P}$ is the topological closure of the prime ring of $F$.
Lemma 2. There is a canonical topological isomorphism

$$
\operatorname{Gal}(\mathbb{Q}(\lambda) / \mathbb{Q}) \simeq \mathscr{P}^{*}
$$

Proof. The preceding lemma ensures that im $\lambda$ is invariant under the action of Galois, hence restriction yields a homomorphism

$$
\operatorname{Gal}(\mathbb{Q}(\lambda) / \mathbb{Q}) \rightarrow \operatorname{Aut}(\operatorname{im} \lambda) \simeq \begin{cases}(\mathbb{Z} / p \mathbb{Z})^{*} & \text { if char } F=p \\ \mathbb{Z}_{p}^{*} & \text { if char } F=0\end{cases}
$$

It is readily checked that this map is an isomorphism of topological groups. The proof is completed by appealing to the description of $\mathscr{P}$ given above.

The pairing

$$
(s, t) \rightarrow \lambda(s t), \quad s, t \in F
$$

is nondegenerate and leads to an identification of $F^{+}$with its Pontryagin dual [Weil 1974, II.5]. The image of $s \in F$ in the dual shall be denoted $\lambda[s]$ :

$$
\lambda[s](t)=\lambda(s t), \quad t \in F
$$

Let $\mu=d t$ be a Haar measure on $F^{+}$. If $\phi$ is a locally constant, complex valued function on $F$ of compact support, the Fourier transform $\mathscr{F}_{\lambda} \phi$ is the complex valued function on $F$ defined by

$$
\mathscr{F}_{\lambda} \phi(s)=\int_{F} \lambda[s](t) \phi(t) d t, \quad s \in F .
$$

It can be shown that $\mathscr{F}_{\lambda} \phi$ is locally constant and has compact support. Furthermore, the general theory of Fourier transforms asserts the existence of a positive constant $c$, depending only on the Haar measure $d t$, such that

$$
\left(\mathscr{F}_{\lambda} \mathscr{F}_{\lambda} \phi\right)(t)=c \phi(-t), \quad t \in F .
$$

There is a unique Haar measure on $F^{+}$for which $c=1$; it shall be denoted $d_{\lambda} t$ and will be referred to as the self-dual Haar measure associated with $\lambda$ [Weil 1974, VII.2].

Lemma 3. If $\lambda$ has level $l$ then the associated self-dual Haar measure is characterized by the condition

$$
\begin{equation*}
\int_{0} d_{\lambda} t=q^{l / 2} \tag{1}
\end{equation*}
$$

Proof. This follows from [Weil 1974, Corollary 3, VII.2].
Corollary. If $s \in F^{*}$ then

$$
d_{\lambda[s]} t=|s|^{1 / 2} d_{\lambda} t
$$

Proof. Since $\mathfrak{i}_{\lambda}=s \mathfrak{i}_{\lambda[s]}$, the levels $l_{1}$ of $\lambda$ and $l_{2}$ of $\lambda[s]$ satisfy the relation $l_{1}=$ $v(s)+l_{2}$. Therefore, Lemma 3 yields

$$
\int_{O} d_{\lambda[s]} t=q^{l_{2} / 2}=q^{-v(s) / 2} q^{l_{1} / 2}=|s|^{1 / 2} \int_{\mathbb{O}} d_{\lambda} t
$$

## 3. The Schrödinger and Weil representations

Let $\langle$,$\rangle be a nondegenerate, alternating, F$-bilinear form on a finite dimensional $F$-vector space $V$. The Heisenberg group $H$ is the group on $V \times F$ having multiplication

$$
(v, t)\left(v^{\prime}, t^{\prime}\right)=\left(v+v^{\prime}, t+t^{\prime}+\left\langle v, v^{\prime}\right\rangle / 2\right), \quad t, t^{\prime} \in F, v, v^{\prime} \in V
$$

Let $\lambda$ be a nontrivial, continuous, unitary, complex linear character of $F^{+}$. Since $Z(H)=0 \times F \simeq F^{+}$, it may be viewed as a character of the center of the Heisenberg group $H$.

Theorem (Stone, von Neumann). There exists a smooth, irreducible representation of $H$ having central character $\lambda$. Such a representation is necessarily admissible, and is unique up to isomorphism.

A proof of the Stone-von Neumann Theorem can be found in [Mœglin et al. 1987, 2.I]. The representation provided by the Stone-von Neumann Theorem is referred to as the Schrödinger representation of type $\lambda$.

The symplectic group

$$
\operatorname{Sp}(V)=\{g \in \mathrm{GL}(V):\langle v g, w g\rangle=\langle v, w\rangle, v, w \in V\}
$$

acts on the Heisenberg group $H$ as a group of automorphisms as follows: if $g \in$ $\operatorname{Sp}(V)$ and $(t, v) \in H$ then

$$
(t, v) g=(t, v g)
$$

Given a Schrödinger representation $S_{\lambda}$ of type $\lambda$ and $g \in \operatorname{Sp}(V)$, consider the representation $S_{\lambda}^{g}$ of $H$ defined by

$$
S_{\lambda}^{g}(h)=S_{\lambda}(h g), \quad h \in H
$$

It is readily verified that $S_{\lambda}^{g}$ is a smooth, irreducible representation of $H$. Furthermore, observing that $g$ acts trivially on $Z(H), S_{\lambda}^{g}$ has central character $\lambda$. The Stone-von Neumann Theorem allows us to conclude that the representation $S_{\lambda}$ and $S_{\lambda}^{g}$ are equivalent, hence the ambient space affording $S_{\lambda}$ admits an operator $W_{\lambda}(g)$ for which

$$
S_{\lambda}^{g}(h)=W_{\lambda}(g)^{-1} S_{\lambda}(h) W_{\lambda}(g), \quad h \in H
$$

In light of Schur's Lemma, the operator $W_{\lambda}(g)$ is uniquely defined up to multiplication by a nonzero constant. As a result, the map

$$
g \mapsto W_{\lambda}(g), \quad g \in \operatorname{Sp}(V)
$$

is a projective representation of $\operatorname{Sp}(V)$, called a Weil representation of type $\lambda$.

In this paper we consider the Schrödinger models of $S_{\lambda}$ and $W_{\lambda}$ [Kudla 1996, Lemma 2.2, Proposition 2.3; Mœglin et al. 1987, 2.I.4(a) and 2.II.6; Ranga Rao 1993, §3]. Let

$$
V=X+Y
$$

where $X$ and $Y$ are maximal, totally isotropic subspaces. The Schrödinger model is realized in the Bruhat-Schwartz space $\mathscr{P}(X)$ of locally constant functions $f: X \rightarrow \mathbb{C}$ of compact support: if $x \in X, y \in Y$ and $t \in F$ then $S_{\lambda}((x+y, t))$ is the operator defined by

$$
\left[S_{\lambda}((x+y, t)) \phi\right]\left(x^{\prime}\right)=\lambda\left(t+\frac{\langle x, y\rangle}{2}+\left\langle x^{\prime}, y\right\rangle\right) \phi\left(x+x^{\prime}\right), \quad \phi \in \mathscr{Y}(X), x^{\prime} \in X
$$

The description of the Weil representation requires some additional notation. Viewing $x+y \in V$ as a row vector $(x, y)$, each $g \in \operatorname{Sp}(V)$ can be expressed in the matrix form

$$
g=\left(\begin{array}{ll}
a & b  \tag{2}\\
c & d
\end{array}\right),
$$

where $a: X \rightarrow X, b: X \rightarrow Y, c: Y \rightarrow X$, and $d: Y \rightarrow Y$. With this notation, set

$$
Y_{g}=Y / \operatorname{ker} c
$$

If $\mu_{g}$ is a Haar measure on $Y_{g}$ then the action of $W_{\lambda}(g)$ on $\mathscr{S}(X)$ is given by
(3) $\left[W_{\lambda}(g) \phi\right](x)=\int_{Y_{g}} \lambda\left(\frac{\langle x a, x b\rangle-2\langle x b, y c\rangle+\langle y c, y d\rangle}{2}\right) \phi(x a+y c) d \mu_{g} y$,
for $\phi \in \mathscr{S}(X)$ and $x \in X$. Note that the integral appearing in (3) is well-defined, for the integrand is constant on the cosets of ker $c$, hence can be viewed as a function on $Y_{g}$. The fact $\phi \in \mathscr{Y}(X)$ can be used to show that the integrand belongs to $\mathscr{P}\left(Y_{g}\right)$, hence the integral converges, and that the resulting function $W_{\lambda}(g) \phi$ belongs to $\mathscr{S}(X)$.

We now recall a particular choice of Haar measures $\mu_{\lambda, g}$ on $Y_{g}, g \in \operatorname{Sp}(V)$ [Ranga Rao 1993, §3.3]. Fix a basis $x_{1}, \ldots, x_{n}$ of $X$ and let $y_{1}, \ldots, y_{n}$ be the dual basis of $Y$ defined by the conditions

$$
\left\langle x_{i}, y_{j}\right\rangle=\delta_{i j}, \quad 1 \leq i, j \leq n .
$$

Let $\tau_{i}, 0 \leq i \leq n$, be the element of $\operatorname{Sp}(V)$ defined by

$$
\begin{aligned}
& x_{j} \tau_{i}=\left\{\begin{aligned}
-y_{j} & \text { if } j \leq i, \\
x_{j} & \text { if } i<j,
\end{aligned}\right. \\
& y_{j} \tau_{i}= \begin{cases}x_{j} & \text { if } j \leq i, \\
y_{j} & \text { if } i<j .\end{cases}
\end{aligned}
$$

We note that $Y_{\tau_{i}}$ can be identified with the subspace of $Y$ spanned by the elements $y_{1}, \ldots, y_{i}$. We define

$$
\begin{equation*}
d \mu_{\lambda, \tau_{i}} y=\prod_{k=1}^{i} d_{\lambda} y_{k} \tag{4}
\end{equation*}
$$

where $d_{\lambda} y_{k}$ is the self-dual Haar measure associated with $\lambda$.
Let

$$
P=\{g \in \operatorname{Sp}(V): Y g=g\}
$$

the parabolic subgroup that leaves $Y$ invariant. If $\operatorname{dim} Y_{g}=i$ then [Ranga Rao 1993, Theorem 2.14] ensures the existence of elements $p_{1}$ and $p_{2}$ of $P$ such that

$$
g=p_{1} \tau_{i} p_{2}
$$

Observing that the operator $p_{1}$ induces an isomorphism $\bar{p}_{1}: Y_{g} \rightarrow Y_{\tau_{i}}$, we set

$$
\begin{equation*}
\mu_{\lambda, g}=\left|\operatorname{det}\left(\left.p_{1} p_{2}\right|_{Y}\right)\right|^{-1 / 2} \bar{p}_{1} \cdot \mu_{\lambda, \tau_{i}} \tag{5}
\end{equation*}
$$

Here, $\bar{p}_{1} \cdot \mu_{\lambda, \tau_{i}}$ denotes the pullback of the Haar measure $\mu_{\lambda, \tau_{i}}$ to $Y_{g}$ via $\bar{p}_{1}$ : if $E$ is a measurable subset of $Y_{g}$ then

$$
\bar{p}_{1} \cdot \mu_{\lambda, \tau_{i}}(O)=\mu_{\lambda, \tau_{i}}\left(O \bar{p}_{1}\right)
$$

Theorem 4. The measures $\mu_{\lambda, g}, g \in S p(V)$, are well-defined. The projective representation $W_{\lambda}$ of $\operatorname{Sp}(V)$ defined by (3) with the Haar measures $\mu_{g}=\mu_{\lambda, g}$ has the following properties.
(i) If $g \in \operatorname{Sp}(V)$ and $p_{1}, p_{2} \in P$ then $W_{\lambda}\left(p_{1} g p_{2}\right)=W_{\lambda}\left(p_{1}\right) W_{\lambda}(g) W_{\lambda}\left(p_{2}\right)$; in particular $W_{\lambda}$ restricts to an ordinary representation of $P$.
(ii) If $\phi \in \mathscr{S}(X)$ and $p=\left(\begin{array}{ll}a & b \\ 0 & d\end{array}\right) \in P$ then

$$
\left[W_{\lambda}(p) \phi\right](x)=|\operatorname{det} a|^{1 / 2} \lambda\left(\frac{\langle x a, x b\rangle}{2}\right) \phi(x a), \quad x \in X
$$

Proof. This follows from [Ranga Rao 1993, Theorem 3.5].
Lemma 5. If $s \in F^{*}$ and $g \in \operatorname{Sp}(V)$ then $\mu_{\lambda[s], g}=|s|_{Y_{g}}^{1 / 2} \mu_{\lambda, g}$.
Proof. In light of the Corollary to Lemma 3, (4) yields

$$
d \mu_{\lambda[s], \tau_{i}} y=\prod_{k=1}^{i} d_{\lambda[s]} y_{k}=\prod_{k=1}^{i}\left[|s|^{1 / 2} d_{\lambda} y_{k}\right]=|s|^{i / 2} \prod_{k=1}^{i} d_{\lambda} y_{k}=|s|^{i / 2} d \mu_{\lambda, \tau_{i}} y .
$$

Therefore, we obtain from (5) and the fact that $Y_{g}$ has dimension $i$ over $F$ that

$$
\begin{aligned}
\mu_{\lambda[s], g} & =\left|\operatorname{det}\left(\left.p_{1} p_{2}\right|_{Y}\right)\right|^{-1 / 2} \bar{p}_{1} \cdot \mu_{\lambda[s], \tau_{i}}=|s|^{i / 2}\left|\operatorname{det}\left(\left.p_{1} p_{2}\right|_{Y}\right)\right|^{-1 / 2} \bar{p}_{1} \cdot \mu_{\lambda, \tau_{i}} \\
& =|s|^{i / 2} \mu_{\lambda, g}=|s|_{Y_{g}}^{1 / 2} \mu_{\lambda, g}
\end{aligned}
$$

Let $\mu$ be a Haar measure on a totally disconnected topological group $A$. If $O_{1}$ and $O_{2}$ are nonempty compact open sets in $A$ then the ratio

$$
\left(O_{1}: O_{2}\right)=\frac{\mu\left(O_{1}\right)}{\mu\left(O_{2}\right)}
$$

is a rational number [Cartier 1979, I.1.1]. Hence, if $\mu(O)$ lies in a subfield $L$ of $\mathbb{C}$ for some nonempty compact open set $O$ then the same is true for all nonempty compact open sets. The measure $\mu$ is said to $L$-rational if this is the case.

Lemma 6. The measures $\mu_{\lambda, g}, g \in \operatorname{Sp}(V)$, are $\mathbb{Q}(\sqrt{q})$-rational.
Proof. If $t \in F^{*}$ then $|t|$ is a power of $q$. Therefore, (5) shows that it is sufficient to verify that the measures $\mu_{\lambda, \tau_{i}}$ are $\mathbb{Q}(\sqrt{q})$-rational. Formulas (1) and (4) ensure that this is indeed the case: if $\mathscr{Y}_{i}=\sum_{k=1}^{i} \mathcal{O} y_{k}$ then

$$
\int_{\mathscr{\vartheta}_{i}} d \mu_{\lambda, \tau_{i}} y=q^{i l / 2}
$$

If $L$ is a subfield of $\mathbb{C}$, let $\mathscr{S}(A, L)$ denote the space of locally constant, $L$-valued functions on $A$ of compact support.

Lemma 7. Let $A$ be a totally disconnected topological group, $L \subseteq K$ an extension of fields, and $\mu$ a L-rational Haar measure on $A$. If $\phi \in \mathscr{S}(A, K)$ then $\int_{A} \phi d \mu$ belongs to $K$.

Proof. Since $\phi \in \mathscr{Y}(A, K)$, there exists compact open subsets $A_{1}, \ldots, A_{k}$ of $A$ and scalars $c_{1}, \ldots, c_{k}$ in $K$ such that

$$
\phi=\sum_{i=1}^{k} c_{i} \chi_{A_{i}}
$$

Here, $\chi_{A_{i}}$ denotes the characteristic function of $A_{i}$. Since $\mu\left(A_{i}\right) \in L \subseteq K$, it follows that

$$
\int_{A} \phi d \mu=\sum_{i=1}^{k} c_{i} \mu\left(A_{i}\right)
$$

lies in $K$.
Let $\mathbb{Q}(\lambda)$ be the character field of $\lambda$ and set

$$
E=\mathbb{Q}(\lambda)(\sqrt{-1}) .
$$

Observe that Lemma 1 ensures that $\mathbb{Q}(\sqrt{q})$ is a subfield of $E$.
Proposition 8. The operators $W_{\lambda}(g), g \in \operatorname{Sp}(V)$, leave the subspace $\mathscr{S}(X, E)$ invariant.

Proof. If $\phi \in \mathscr{G}(X, E)$ then the integrand in (3) lies in $\mathscr{S}\left(Y_{g}, E\right)$, since $\mathbb{Q}(\lambda) \subseteq E$. In light of Lemma 6, Lemma 7 applied in the case $A=Y_{g}, K=E, L=\mathbb{Q}(\sqrt{q})$, and $\mu=\mu_{\lambda, g}$ allows us to deduce that the integral (3) lies in $E$. It follows immediately that $W_{\lambda}(g) \phi \in \mathscr{S}(X, E)$.

In particular, if $F$ has odd characteristic $p$, the preceding result allows one to conclude that the Weil representation $W_{\lambda}$ can be realized over the number field $\mathbb{Q}\left(v_{4 p}\right)$.

## 4. Galois action

By Lemma $1, E$ is a Galois extension of $\mathbb{Q}$. Its Galois group acts on $\mathscr{S}(X, E)$ : if $\sigma \in \operatorname{Gal}(E / \mathbb{Q})$ and $\phi \in \mathscr{S}(X, E)$ then

$$
\begin{equation*}
(\sigma(\phi))(x)=\sigma(\phi(x)), \quad x \in X \tag{6}
\end{equation*}
$$

There is an associated Galois action on End $\mathscr{(}(X, E)$ : if $\sigma \in G$ and $T \in \operatorname{End} \mathscr{S}(X, E)$ then

$$
\begin{equation*}
{ }^{\sigma} T(\phi)=\sigma\left[T\left(\sigma^{-1}(\phi)\right)\right], \quad \phi \in \mathscr{S}(X, E) \tag{7}
\end{equation*}
$$

The Galois group also permutes the unitary characters of $F^{+}$: if $\sigma \in \operatorname{Gal}(E / \mathbb{Q})$ and $\lambda$ is a unitary character of $F^{+}$then ${ }^{\sigma} \lambda$ is the character defined by

$$
{ }^{\sigma} \lambda(t)=\sigma(\lambda(t)), \quad t \in F^{+}
$$

Let $\mathscr{P}$ be the topological closure of the prime ring of $F$. The image of $s \in \mathscr{P}^{*}$ in $\operatorname{Gal}(\mathbb{Q}(\lambda) / \mathbb{Q})$ under the canonical isomorphism of Lemma 2 will be denoted $\sigma_{s}$.
Lemma 9. Let $\sigma \in \operatorname{Gal}(E / \mathbb{Q})$. If $\left.\sigma\right|_{\mathbb{Q}(\lambda)}=\sigma_{s}$ then ${ }^{\sigma} \lambda=\lambda[s]$.
Proof. (char $F=0$ ) Let $\mathfrak{i}$ be the conductor of $\lambda$. Given $t \in F$, fix $n \geq 1$ such that $t \in p^{-n} \mathfrak{i}$. Since $p^{n} t \in \mathfrak{i}$,

$$
1=\lambda\left(p^{n} t\right)=\lambda(t)^{p^{n}}
$$

thus $\lambda(t) \in v_{p^{n}}$. Fixing $r \in \mathbb{Z}$ such that $s \equiv r \bmod p^{n} \mathscr{P}$,

$$
\left({ }^{\sigma} \lambda\right)(t)=\sigma(\lambda(t))=\lambda(t)^{r}=\lambda(r t)=\lambda(s t),
$$

the last equality following from the fact $r t \equiv s t \bmod \mathfrak{i}$.
Given $\sigma \in \operatorname{Gal}(E / \mathbb{Q})$, let ${ }^{\sigma} W_{\lambda}$ be the projective representation defined by

$$
\left({ }^{\sigma} W_{\lambda}\right)(g)={ }^{\sigma}\left(W_{\lambda}(g)\right), \quad g \in \operatorname{Sp}(V) .
$$

Proposition 10. Let $\sigma \in \operatorname{Gal}(E / \mathbb{Q}(\sqrt{q}))$. If $\left.\sigma\right|_{\mathbb{Q}(\lambda)}=\sigma_{s}$ then ${ }^{\sigma} W_{\lambda}(g)=W_{\lambda[s]}(g)$.
The proof of Proposition 10 is based on the integral formula (3) and the following result:

Lemma 11. Let A be a totally disconnected topological group, $L \subseteq K$ an extension of fields, and $\mu$ a $L$-rational Haar measure on $A$. If $\sigma$ is an $L$-automorphism of $K$ then, for all $\phi \in \mathscr{S}(A, K)$,

$$
\int_{A} \sigma(\phi) d \mu=\sigma\left(\int_{A} \phi d \mu\right)
$$

Proof. Using the notation introduced in the proof of Lemma 7, if $\phi=\sum_{i=1}^{k} c_{i} \chi_{A_{i}}$ then

$$
\sigma(\phi)=\sum_{i=1}^{k} \sigma\left(c_{i}\right) \chi_{A_{i}}
$$

Therefore, since $\mu\left(A_{i}\right) \in L$ is fixed by $\sigma$,

$$
\begin{aligned}
\int \sigma(\phi) d \mu & =\sum_{i=1}^{k} \sigma\left(c_{i}\right) \mu\left(A_{i}\right)=\sum_{i=1}^{k} \sigma\left(c_{i}\right) \sigma\left(\mu\left(A_{i}\right)\right) \\
& =\sigma\left(\sum_{i=1}^{k} c_{i} \mu\left(A_{i}\right)\right)=\sigma\left(\int_{A} \phi d \mu\right)
\end{aligned}
$$

Proof of Proposition 10. Let $g \in \operatorname{Sp}(V), \phi \in \mathscr{S}(X, E)$, and $x \in X$. We assume $g$ has the matrix representation (2). Lemma 6 asserts that the measure $\mu_{\lambda, g}$ is $\mathbb{Q}(\sqrt{q})$-rational. Applying Lemma 11 to the case $A=Y_{g}, L=\mathbb{Q}(\sqrt{q}), K=E$, and $\mu=\mu_{\lambda, g}$, the definition of ${ }^{\sigma} W_{\lambda}$, the formula (3), and Lemma 9 yield

$$
\begin{aligned}
& {\left[{ }^{\sigma} W_{\lambda}(g) \phi\right](x)} \\
& \quad=\sigma\left[W_{\lambda}(g)\left(\sigma^{-1} \phi\right)(x)\right] \\
& \quad=\sigma\left[\int_{Y_{g}} \lambda\left(\frac{\langle x a, x b\rangle-2\langle x b, y c\rangle+\langle y c, y d\rangle}{2}\right)\left(\sigma^{-1} \phi\right)(x a+y c) d \mu_{\lambda, g} y\right] \\
& \quad=\int_{Y_{g}}{ }^{\sigma} \lambda\left(\frac{\langle x a, x b\rangle-2\langle x b, y c\rangle+\langle y c, y d\rangle}{2}\right) \phi(x a+y c) d \mu_{\lambda, g} y \\
& \quad=\int_{Y_{g}} \lambda[s]\left(\frac{\langle x a, x b\rangle-2\langle x b, y c\rangle+\langle y c, y d\rangle}{2}\right) \phi(x a+y c) d \mu_{\lambda, g} y
\end{aligned}
$$

Observing $s \in \mathscr{P}^{*} \subseteq \mathbb{O}^{*}$, Lemma 5 implies that $\mu_{\lambda[s], g}=\mu_{\lambda, g}$. The preceding calculation thus gives

$$
\begin{aligned}
& {\left[{ }^{\sigma} W_{\lambda}(g) \phi\right]} \\
& \quad=\int_{Y_{g}}\left[\lambda[s]\left(\frac{\langle x a, x b\rangle-2\langle x b, y c\rangle+\langle y c, y d\rangle}{2}\right) \phi(x a+y c)\right] d \mu_{\lambda[s], g} y \\
& \quad=\left[W_{\lambda[s]}(g) \phi\right](x)
\end{aligned}
$$

## 5. Action of symplectic similitudes

In the previous section, we described the action of Galois on the projective representations $W_{\lambda}$. Here, we discuss an action of the group of symplectic similitudes on the Weil representations.

Given $s \in F^{*}$, let $f_{s}$ be the element of $\mathrm{GL}(V)$ defined by

$$
(x+y) f_{s}=x+s y, \quad x \in X, y \in Y .
$$

Conjugation by $f_{s}$ leaves the symplectic group $\operatorname{Sp}(V)$ invariant. In fact, if $g \in$ $\operatorname{Sp}(V)$ is expressed in the matrix form (2) then

$$
g^{f_{s}}=\left(\begin{array}{cc}
a & s b  \tag{8}\\
s^{-1} c & d
\end{array}\right)
$$

In particular, we note that the spaces $Y_{g}$ and $Y_{g f_{s}}$ are equal, since $\operatorname{ker} c=\operatorname{ker} s^{-1} c$.
Lemma 12. If $s \in F^{*}$ then $\mu_{\lambda, g f_{s}}=|s|_{Y_{g}}^{-1 / 2} \mu_{\lambda, g}$.
Proof. Let $p_{i, s}, 0 \leq i \leq n$, be the elements of $\operatorname{Sp}(V)$ defined by

$$
\begin{aligned}
& x_{j} p_{i, s}= \begin{cases}s^{-1} x_{j} & \text { if } j \leq i, \\
x_{j} & \text { if } i<j,\end{cases} \\
& y_{j} p_{i, s}= \begin{cases}s y_{j} & \text { if } j \leq i \\
y_{j} & \text { if } i<j\end{cases}
\end{aligned}
$$

Note that $p_{i, s} \in P$ and

$$
\operatorname{det}\left(\left.p_{i, s}\right|_{Y}\right)=s^{i}
$$

Moreover, one readily verifies that

$$
\tau_{i}^{f_{s}}=\tau_{i} p_{i, s}
$$

Let $g \in G$. If $g=p_{1} \tau_{i} p_{2}, p_{1}, p_{2} \in P$, then

$$
g^{f_{s}}=\left(p_{1} \tau_{i} p_{2}\right)^{f_{s}}=p_{1}^{f_{s}} \tau_{i}^{f_{s}} p_{2}^{f_{s}}=p_{1}^{f_{s}} \tau_{i}\left(p_{i, s} p_{2}^{f_{s}}\right)
$$

Observing that both $p_{1}^{f_{s}}$ and $p_{i, s} p_{2}^{f_{s}}$ belong to $P$, (5) yields

$$
\mu_{\lambda, g} f_{s}=\left|\operatorname{det}\left(\left.p_{1}^{f_{s}} p_{i, s} p_{2}^{f_{s}}\right|_{Y}\right)\right|^{-1 / 2} \overline{p_{1}^{f_{s}}} \cdot \mu_{\lambda, \tau_{i}}
$$

Using (8), if $p \in P$ then $\left.p^{f_{s}}\right|_{Y}=\left.p\right|_{Y}$. As a consequence,

$$
\overline{p_{1}^{f_{s}}}=\bar{p}_{1}: Y_{g} \rightarrow Y_{\tau_{i}}
$$

In light of these observations,

$$
\operatorname{det}\left(\left.p_{1}^{f_{s}} p_{i, s} p_{2}^{f_{s}}\right|_{Y}\right)=\operatorname{det}\left(\left.p_{1} p_{i, s} p_{2}\right|_{Y}\right)=\operatorname{det}\left(\left.p_{i, s}\right|_{Y}\right) \cdot \operatorname{det}\left(\left.p_{1} p_{2}\right|_{Y}\right)=s^{i} \operatorname{det}\left(\left.p_{1} p_{2}\right|_{Y}\right)
$$

hence

$$
\mu_{\lambda, g f_{s}}=\left|s^{i} \operatorname{det}\left(\left.p_{1} p_{2}\right|_{Y}\right)\right|^{-1 / 2} \bar{p}_{1} \cdot \mu_{\lambda, \tau_{i}}=|s|^{-i / 2} \mu_{\lambda, g}=|s|_{Y_{g}}^{-1 / 2} \mu_{\lambda, g}
$$

since $Y_{g}$ has dimension $i$ over $F$.
Let $W_{\lambda}^{f_{s}}$ be the projective representation of $\operatorname{Sp}(V)$ defined by

$$
W_{\lambda}^{f_{s}}(g)=W_{\lambda}\left(g^{f_{s}}\right) .
$$

For the proof of the next result, let $|\alpha|_{V}$ denote the module of an automorphism $\alpha$ of an $F$-vector space $V$ [Weil 1974, I.2]. We have

$$
|\alpha|_{V}=|\operatorname{det} \alpha| .
$$

In particular, the module of left multiplication by $s \in F^{*}$ on $V$ satisfies

$$
|s|_{V}=|s|^{\operatorname{dim} V}
$$

Proposition 13. If $s \in F^{*}$ then $W_{\lambda}^{f_{s}}=W_{\lambda[s]}$.
Proof. Let $g \in \operatorname{Sp}(V)$. We assume that $g$ has the matrix representation (2), hence that of $g^{f_{s}}$ is given by (8). If $\phi \in \mathscr{S}(X)$ and $x \in X$ then the integral formula (3) and Lemma 12 yield

$$
\begin{aligned}
& {\left[W_{\lambda}\left(g^{f_{s}}\right) \phi\right](x)} \\
& =\int_{Y_{g} f_{s}} \lambda\left(\frac{\langle x a, s x b\rangle-2\left\langle s x b, s^{-1} y c\right\rangle+\left\langle s^{-1} y c, y d\right\rangle}{2}\right) \phi\left(x a+s^{-1} y c\right) d \mu_{\lambda, g} f_{s} y \\
& =\left\lvert\, s_{Y_{g}}^{-1 / 2} \int_{Y_{g}} \lambda\left(\frac{\langle x a, s x b\rangle-2\left\langle s x b, s^{-1} y c\right\rangle+\left\langle s^{-1} y c, y d\right\rangle}{2}\right) \phi\left(x a+s^{-1} y c\right) d \mu_{\lambda, g} y .\right.
\end{aligned}
$$

Replacing $y$ by $s y$, the definition of $|s|_{Y_{g}}$ and Lemma 5 yield

$$
\begin{aligned}
& {\left[W_{\lambda}\left(g^{f_{s}}\right) \phi\right](x)} \\
& \quad=|s|_{Y_{g}}^{-1 / 2}|s|_{Y_{g}} \int_{Y_{g}} \lambda\left(\frac{\langle x a, s x b\rangle-2\langle s x b, y c\rangle+\langle y c, s y d\rangle}{2}\right) \phi(x a+y c) d \mu_{\lambda g} y \\
& \quad=|s|_{Y_{g}}^{1 / 2} \int_{Y_{g}} \lambda\left(s \cdot \frac{\langle x a, x b\rangle-2\langle x b, y c\rangle+\langle y c, y d\rangle}{2}\right) \phi(x a+y c) d \mu_{\lambda, g} y \\
& \quad=|s|_{Y_{g}}^{1 / 2} \int_{Y_{g}} \lambda[s]\left(\frac{\langle x a, x b\rangle-2\langle x b, y c\rangle+\langle y c, y d\rangle}{2}\right) \phi(x a+y c) d \mu_{\lambda, g} y \\
& \quad=\int_{Y_{g}} \lambda[s]\left(\frac{\langle x a, x b\rangle-2\langle x b, y c\rangle+\langle y c, y d\rangle}{2}\right) \phi(x a+y c) d \mu_{\lambda[s], g} y \\
& \quad=\left[W_{\lambda[s]}(g) \phi\right](x) .
\end{aligned}
$$

This completes the proof of the proposition.

## 6. The fundamental identity

Let

$$
\mathfrak{G}=\left\{\sigma \in \operatorname{Gal}(E / \mathbb{Q}(\sqrt{q})): \exists s \in \mathbb{O}^{*} \text { such that }\left.\sigma\right|_{\mathbb{Q}(\lambda)}=\sigma_{s^{2}}\right\} .
$$

Note that $\mathfrak{G}$ is a subgroup of $\operatorname{Gal}(E / \mathbb{Q}(\sqrt{q}))$. Given $s \in F^{*}$, let $g_{s} \in \operatorname{Sp}(V)$ be the map defined by

$$
(x+y) g_{s}=s^{-1} x+s y, \quad x \in X, y \in Y .
$$

We observe that $g_{s}$ lies in the parabolic subgroup $P$ that leaves $Y$ invariant and is related to the operator $f_{s^{2}}$ defined earlier by the identity

$$
f_{s^{2}}=s I \circ g_{s}
$$

Proposition 14. Let $\sigma \in \mathfrak{G}$ and $g \in \operatorname{Sp}(V)$. If $\left.\sigma\right|_{\mathbb{Q}(\lambda)}=\sigma_{s^{2}}, s \in \mathbb{O}^{*}$, then

$$
{ }^{\sigma} W_{\lambda}(g)=W_{\lambda}\left(g_{s}\right)^{-1} W_{\lambda}(g) W_{\lambda}\left(g_{s}\right)
$$

Proof. In light of Propositions 10 and 13,

$$
{ }^{\sigma} W_{\lambda}(g)=W_{\lambda\left[s^{2}\right]}(g)=W_{\lambda}^{f_{s^{2}}}(g)=W_{\lambda}\left(g^{f_{s^{2}}}\right)=W_{\lambda}\left(g^{g_{s}}\right) .
$$

Applying Theorem 4(i) with $p_{1}^{-1}=p_{2}=g_{s}$,

$$
W_{\lambda}\left(g^{g_{s}}\right)=W_{\lambda}\left(g_{s}^{-1}\right) W_{\lambda}(g) W_{\lambda}\left(g_{s}\right)=W_{\lambda}\left(g_{s}\right)^{-1} W_{\lambda}(g) W_{\lambda}\left(g_{s}\right)
$$

This completes the proof of the proposition.
Corollary. If $t \in F^{*}$ and $\sigma \in \mathfrak{G}$ then ${ }^{\sigma} W_{\lambda}\left(g_{t}\right)=W_{\lambda}\left(g_{t}\right)$.
Proof. Fix $s \in \mathbb{O}^{*}$ such that $\left.\sigma\right|_{\mathbb{Q}(\lambda)}=\sigma_{s^{2}}$. Observing that $g_{s}$ and $g_{t}$ are commuting elements of $P$, the preceding proposition combines with Theorem 4(i) to yield

$$
{ }^{\sigma} W_{\lambda}\left(g_{t}\right)=W_{\lambda}\left(g_{s}\right)^{-1} W_{\lambda}\left(g_{t}\right) W_{\lambda}\left(g_{s}\right)=W_{\lambda}\left(g_{s}^{-1} g_{t} g_{s}\right)=W_{\lambda}\left(g_{t}\right),
$$

as required.

## 7. The cocycle

Our aim in this section is the construction of a 1-cocycle $\delta$ on

$$
\mathfrak{H}=\operatorname{Gal}\left(E / E_{0}\right)
$$

with values in $\operatorname{GL}(\mathscr{S}(X, E))$ satisfying the identity $(\mathrm{I})$ :

$$
{ }^{\sigma} W_{\lambda}(g)=\delta(\sigma)^{-1} W_{\lambda}(g) \delta(\sigma), \quad g \in \operatorname{Sp}(V), \sigma \in \mathfrak{H} .
$$

When combined with restriction to $\mathbb{Q}(\lambda)$, the canonical isomorphism of Lemma 2 yields

$$
\begin{equation*}
\left.\mathfrak{H} \simeq \operatorname{Gal}\left(\mathbb{Q}(\lambda) / E_{0} \cap \mathbb{Q}(\lambda)\right)\right) \simeq\left(F^{*}\right)^{2} \cap \mathscr{P}^{*} \tag{9}
\end{equation*}
$$

Let

$$
o= \begin{cases}2(p-1) & \text { if } q \text { is a square } \\ p-1 & \text { if } q \text { is not a square }\end{cases}
$$

and fix a primitive $o$-th root of unity $\epsilon \in F^{*}$. Furthermore, let

$$
U_{1}= \begin{cases}\{1\} & \text { if char } F=p \\ \{r \in \mathscr{P}: r \equiv 1 \bmod p\} & \text { if char } F=0\end{cases}
$$

Since $p$ is odd, the map $r \mapsto r^{2}$ is an automorphism of the pro- $p$ group $U_{1}$. This allows us to conclude that

$$
\left(F^{*}\right)^{2} \cap \mathscr{P}^{*}=\left\langle\epsilon^{2}\right\rangle \times U_{1}
$$

The isomorphism (9) identifies $U_{1}$ with $\operatorname{Gal}\left(E / \mathbb{Q}\left(v_{p}, \sqrt{-1}\right)\right)$, where $v_{p}$ is the group of complex $p$-th roots of unity. This in turn leads to an identification of $\left\langle\epsilon^{2}\right\rangle$ with

$$
\mathfrak{H} / \operatorname{Gal}\left(E / \mathbb{Q}\left(v_{p}, \sqrt{-1}\right)\right) \simeq \operatorname{Gal}\left(\mathbb{Q}\left(v_{p}, \sqrt{-1}\right) / E_{0}\right) .
$$

In particular, the element $\eta$ of $\mathfrak{H}$ characterized by

$$
\begin{equation*}
\left.\eta\right|_{\mathbb{Q}(\lambda)}=\sigma_{\epsilon^{2}} \tag{10}
\end{equation*}
$$

has order $o / 2$ and restricts to a generator of $\operatorname{Gal}\left(\mathbb{Q}\left(v_{p}, \sqrt{-1}\right) / E_{0}\right)$.
Given $\sigma \in \mathfrak{H}$, there is a unique integer $i, 1 \leq i \leq o / 2$, and a unique element $s \in U_{1}$, such that

$$
\left.\sigma\right|_{\mathbb{Q}(\lambda)}=\sigma_{\epsilon^{2 i} s^{2}} .
$$

If $\tau$ is a second element of $\mathfrak{H}$, say

$$
\left.\tau\right|_{\mathbb{Q}(\lambda)}=\sigma_{\epsilon^{2} j t^{2}}, \quad 1 \leq j \leq o / 2, \quad t \in U_{1},
$$

then

$$
\left.\sigma \tau\right|_{\mathbb{Q}(\lambda)}=\sigma_{\epsilon^{2 k}(s t)^{2}}
$$

where $s t \in U_{1}$ and

$$
k= \begin{cases}i+j & \text { if } i+j \leq o / 2 \\ i+j-o / 2 & \text { if } i+j>o / 2\end{cases}
$$

Our initial attempt at the construction of the cocycle is to define

$$
D(\sigma)=W_{\lambda}\left(g_{\epsilon^{i} s}\right),\left.\quad \sigma\right|_{\mathbb{Q}(\lambda)}=\sigma_{\epsilon^{2 i} s^{2}}, \quad 1 \leq i \leq o / 2, \quad s \in U_{1}
$$

Proposition 14 ensures that

$$
\begin{equation*}
{ }^{\sigma} W_{\lambda}(g)=D(\sigma)^{-1} W_{\lambda}(g) D(\sigma), \quad g \in \operatorname{Sp}(V), \sigma \in \mathfrak{H} \tag{11}
\end{equation*}
$$

Assuming $\sigma$ and $\tau$ are as above, the definition of $D$ yields

$$
D(\sigma \tau)=W_{\lambda}\left(g_{\epsilon^{k} s t}\right)
$$

On the other hand, the Corollary to Proposition 14 gives

$$
{ }^{\sigma} D(\tau)={ }^{\sigma} W_{\lambda}\left(g_{\epsilon^{j} t}\right)=W_{\lambda}\left(g_{\epsilon^{j_{t}}}\right),
$$

hence Theorem 4(i) yields

$$
D(\sigma)^{\sigma} D(\tau)=W_{\lambda}\left(g_{\epsilon^{i} s}\right) W_{\lambda}\left(g_{\epsilon^{j} t}\right)=W_{\lambda}\left(g_{\epsilon^{i+j_{s t}}}\right)
$$

If $i+j \leq o / 2$ then

$$
W_{\lambda}\left(g_{\epsilon^{i+j} s t}\right)=W_{\lambda}\left(g_{\epsilon^{k} s t}\right)
$$

If $i+j>o / 2$ then, observing $\epsilon^{o / 2}=-1$, Theorem 4(i) yields

$$
W_{\lambda}\left(g_{\epsilon^{i+j} s t}\right)=W_{\lambda}\left(g_{-\epsilon^{k} s t}\right)=W_{\lambda}(\iota) W_{\lambda}\left(g_{\epsilon^{k} s t}\right)
$$

where $\iota=g_{-1}$ is the central involution of $\operatorname{Sp}(V)$ that maps $v \in V$ to $-v$. In summary,

$$
D(\sigma)^{\sigma} D(\tau)= \begin{cases}D(\sigma \tau) & \text { if } i+j \leq o / 2  \tag{12}\\ W_{\lambda}(\iota) D(\sigma \tau) & \text { if } i+j>o / 2\end{cases}
$$

In particular, $D$ is not a 1-cocycle; to get one we must account for the factor $W_{\lambda}(\iota)$.
Since $\iota \in P$, Theorem 4(ii) implies that if $\phi$ belongs to $\mathscr{S}(X, E)$ then

$$
\left[W_{\lambda}(\iota) \phi\right](x)=\phi(-x), \quad x \in X
$$

In particular, $W_{\lambda}(\iota)$ is an involution, hence the operators

$$
\rho_{e}=\frac{1}{2}\left(I+W_{\lambda}(\iota)\right) \quad \text { and } \quad \rho_{o}=\frac{1}{2}\left(I-W_{\lambda}(\iota)\right)
$$

are orthogonal idempotents. Furthermore, recalling $\iota=g_{-1}$, the Corollary to Proposition 14 shows that both $\rho_{e}$ and $\rho_{o}$ are fixed by the action of Galois. Finally, since $I=\rho_{e}+\rho_{o}$, it is easily verified that the operators

$$
\rho_{e}+c \rho_{o}, \quad c \in E, c \neq 0
$$

are invertible.
Lemma 15. The norm equation

$$
N(u)=-1, \quad N: \mathbb{Q}\left(v_{p}, \sqrt{-1}\right) \rightarrow E_{0}
$$

has a solution.

Proof. The case $p \equiv 1 \bmod 4$ is covered by [Cliff et al. 2004, Lemma 24], an application of the Hasse Norm Theorem. Suppose $p \equiv 3 \bmod 4$. If $q$ is not a square then the extension $\mathbb{Q}\left(v_{p}, \sqrt{-1}\right) / E_{0}$ has odd degree $(p-1) / 2$, hence -1 is a solution of the norm equation. If $q$ is square then the extension has degree $p-1 \equiv 2 \bmod 4$. In this case, $\sqrt{-1} \in E_{0}$ is a solution.

Let $u$ be a solution of the norm equation of the preceding lemma. Given $\sigma \in \mathfrak{H}$, set

$$
A(\sigma)=\rho_{e}+\left(\prod_{l=0}^{i-1} \eta^{l}(u)\right) \rho_{0}, \quad \text { where }\left.\sigma\right|_{\mathbb{Q}(\lambda)}=\sigma_{\epsilon^{2} s^{2}}, \quad 1 \leq i \leq o / 2, \quad s \in U_{1}
$$

where $\eta$ satisfies (10). The remarks preceding Lemma 15 ensure that $A(\sigma) \in$ $\operatorname{GL}(\mathscr{Y}(X, E))$. With the notation introduced earlier, if $\sigma$ and $\tau$ belong to $\mathfrak{H}$ then

$$
A(\sigma \tau)=\rho_{e}+\left(\prod_{l=0}^{k-1} \eta^{l}(u)\right) \rho_{0}
$$

On the other hand, observing

$$
\left.\sigma \eta^{-i}\right|_{\mathbb{Q}(\lambda)}=\sigma_{\epsilon^{2 i} s^{2}} \sigma_{\epsilon^{2}}^{-i}=\sigma_{\epsilon^{2 i} s^{2}} \sigma_{\epsilon^{-2 i}}=\sigma_{s^{2}}
$$

the fact (9) identifies $U_{1}$ with $\operatorname{Gal}\left(E / \mathbb{Q}\left(v_{p}, \sqrt{-1}\right)\right)$ allows us to deduce that the restrictions of $\sigma$ and $\eta^{i}$ to $\mathbb{Q}\left(v_{p}, \sqrt{-1}\right)$ coincide. Therefore,

$$
\begin{aligned}
{ }^{\sigma} A(\tau) & ={ }^{\sigma}\left[\rho_{e}+\left(\prod_{l=0}^{j-1} \eta^{l}(u)\right) \rho_{0}\right]=\rho_{e}+\left(\prod_{l=0}^{\sigma-1} \eta^{l}(u)\right) \rho_{0} \\
& =\rho_{e}+\eta^{\eta^{i}}\left(\prod_{l=0}^{j-1} \eta^{l}(u)\right) \rho_{0}=\rho_{e}+\left(\prod_{l=i}^{i+j-1} \eta^{l}(u)\right) \rho_{0}
\end{aligned}
$$

hence

$$
\begin{aligned}
A(\sigma)^{\sigma} A(\tau) & =\left[\rho_{e}+\left(\prod_{l=0}^{i-1} \eta^{l}(u)\right) \rho_{0}\right]\left[\rho_{e}+\left(\prod_{l=i}^{i+j-1} \eta^{l}(u)\right) \rho_{0}\right] \\
& =\left[\rho_{e}+\left(\prod_{l=0}^{i+j-1} \eta^{l}(u)\right) \rho_{0}\right]
\end{aligned}
$$

If $i+j \leq o / 2$ then

$$
\prod_{l=0}^{i+j-1} \eta^{l}(u)=\prod_{l=0}^{k-1} \eta^{l}(u)
$$

hence

$$
A(\sigma)^{\sigma} A(\tau)=A(\sigma \tau)
$$

If $i+j>o / 2$ then the choice of $\eta$ and $u$ yield

$$
\prod_{l=0}^{i+j-1} \eta^{l}(u)=\left(\prod_{l=0}^{(o-2) / 2} \eta^{l}(u)\right)\left(\prod_{l=o / 2}^{i+j-1} \eta^{l}(u)\right)=N(u) \prod_{l=0}^{k-1} \eta^{l}(u)=-\prod_{l=0}^{k-1} \eta^{l}(u) .
$$

Observing that $\rho_{e}=\rho_{e} W_{\lambda}(\iota)$ and $-\rho_{o}=\rho_{o} W_{\lambda}(\iota)$,
$A(\sigma)^{\sigma} A(\tau)=\rho_{e}-\left(\prod_{l=0}^{k-1} \eta^{l}(u)\right) \rho_{0}=\left[\rho_{e}+\left(\prod_{l=0}^{k-1} \eta^{l}(u)\right) \rho_{0}\right] W_{\lambda}(\iota)=A(\sigma \tau) W_{\lambda}(\iota)$.
In summary,

$$
A(\sigma)^{\sigma} A(\tau)= \begin{cases}A(\sigma \tau) & \text { if } i+j \leq o / 2  \tag{13}\\ A(\sigma \tau) W_{\lambda}(\iota) & \text { if } i+j>o / 2\end{cases}
$$

Consider the map $\delta: \mathfrak{H} \rightarrow \operatorname{GL}(\mathscr{Y}(X, E))$ given by

$$
\delta(\sigma)=A(\sigma) D(\sigma)
$$

If $\sigma, \tau \in \mathfrak{H}$ are as above

$$
\delta(\sigma)^{\sigma} \delta(\tau)=(A(\sigma) D(\sigma))^{\sigma}(A(\tau) D(\tau))=A(\sigma) D(\sigma)^{\sigma} A(\tau)^{\sigma} D(\tau)
$$

By Theorem $4(i i),{ }^{\sigma} A(\tau) \in E\left[W_{\lambda}(i)\right]$ commutes with $D(\sigma)=W_{\lambda}\left(g_{\epsilon^{i} s}\right)$, hence

$$
A(\sigma) D(\sigma)^{\sigma} A(\tau)^{\sigma} D(\tau)=A(\sigma)^{\sigma} A(\tau) D(\sigma)^{\sigma} D(\tau)
$$

If $i+j>o / 2$ then (12) and (13) yield

$$
A(\sigma)^{\sigma} A(\tau) D(\sigma)^{\sigma} D(\tau)=A(\sigma \tau) W_{\lambda}(\iota) W_{\lambda}(\iota) D(\sigma \tau)=A(\sigma \tau) D(\sigma \tau)
$$

Since this is trivially true if $i+j \leq o / 2$, we conclude

$$
\delta(\sigma)^{\sigma} \delta(\tau)=A(\sigma \tau) D(\sigma \tau)=\delta(\sigma \tau)
$$

This shows that $\delta$ is a 1-cocycle. Furthermore, if $g \in \operatorname{Sp}(V)$ then Theorem 4(i) shows that $A(\sigma) \in E\left[W_{\lambda}(\iota)\right]$ commutes with $W_{\lambda}(g)$, hence (11) yields

$$
\begin{aligned}
\delta(\sigma)^{-1} W_{\lambda}(g) \delta(\sigma) & =(A(\sigma) D(\sigma))^{-1} W_{\lambda}(g) A(\sigma) D(\sigma) \\
& =D(\sigma)^{-1} A(\sigma)^{-1} W_{\lambda}(g) A(\sigma) D(\sigma) \\
& =D(\sigma)^{-1} W_{\lambda}(g) D(\sigma) \\
& ={ }^{\sigma} W_{\lambda}(g),
\end{aligned}
$$

which verifies that (I) is satisfied.

## 8. The triviality of the cocycle

Let $\delta: \mathfrak{H} \rightarrow \operatorname{GL}(\mathscr{Y}(X, E))$ be the 1-cocycle satisfying (I) constructed above.
Lemma 16. If $\phi \in \mathscr{S}(X, E)$ then there exists an open subgroup $\mathfrak{K}$ of $\mathfrak{H}$ such that

$$
\delta(\sigma) \phi=\phi, \quad \sigma \in \mathfrak{K} .
$$

Proof. If char $F=p$ then $\mathfrak{H}$ is a finite discrete group, so one may take $\mathfrak{K}$ to be the trivial subgroup.

Assume char $F=0$. If $\mathfrak{X}$ is a lattice in $X$ then the subgroups

$$
p^{k} \mathfrak{X}, \quad k \in \mathbb{Z}
$$

form a local base at the origin. Therefore, given $x \in X$, there exist $i_{x} \in \mathbb{Z}$ such that $\phi$ is constant on the coset $x+p^{i_{x}} \mathfrak{X}$. As the family $\left\{x+p^{i_{x}} \mathfrak{X}: x \in X\right\}$ is an open cover of $X$, there exists $x_{1}, \ldots, x_{m}$ in $X$ such that

$$
\operatorname{supp} \phi \subseteq \bigcup_{j=1}^{m} x_{j}+p^{i_{x_{j}}} \mathfrak{X}
$$

Set

$$
i=\max \left\{i_{x_{1}}, \ldots, i_{x_{m}}\right\}
$$

and consider $x+p^{i} \mathfrak{X} \cap \operatorname{supp} \phi, x \in X$. If it is empty then the restriction of $\phi$ to the coset $x+p^{i} \mathfrak{X}$ is identically 0 . If not, there exists $j$ such that $x+p^{i} \mathfrak{X} \cap x_{j}+p^{i_{x_{j}}} \mathfrak{X}$ is nonempty, hence

$$
x+p^{i} \mathfrak{X} \subseteq x_{j}+p^{i_{x_{j}}} \mathfrak{X}
$$

by choice of $i$. The choice of $i_{x_{j}}$ thus ensures that the restriction of $\phi$ to $x+p^{i} \mathfrak{X}$ is the constant function with value $\phi\left(x_{j}\right)$. We conclude that $\phi$ is constant on the $p^{i} \mathfrak{X}$-cosets of $X$.

Let $\sigma \in \mathfrak{H}$. If $\left.\sigma\right|_{\mathbb{Q}(\lambda)}=\sigma_{r^{2}}, r \in U_{1}$, then by construction $\delta(\sigma)=W_{\lambda}\left(g_{r}\right)$. Observing

$$
g_{r}=\left(\begin{array}{cc}
r^{-1} \cdot 1_{X} & 0 \\
0 & r \cdot 1_{Y}
\end{array}\right) \in P
$$

if $x \in X$ then Theorem 4(i) yields

$$
(\delta(\sigma) \phi)(x)=\left(W_{\lambda}\left(g_{r}\right) \phi\right)(x)=|r|^{-\operatorname{dim} X / 2} \lambda\left(\frac{\left\langle r^{-1} x, r x\right\rangle}{2}\right) \phi\left(r^{-1} x\right)=\phi\left(r^{-1} x\right)
$$

since $r$ is a unit and $\langle$,$\rangle is F$-bilinear and alternating. Fix $j \in \mathbb{Z}$ such that $i>j$ and

$$
\operatorname{supp} \phi \subseteq p^{j} \mathfrak{X}
$$

If $x \notin p^{j} \mathfrak{X}$ then neither is $r^{-1} x$, so the choice of $j$ ensures that

$$
(\delta(\sigma) \phi)(x)=\phi\left(r^{-1} x\right)=0=\phi(x) .
$$

On the other hand, suppose $x \in p^{j} \mathfrak{X}$. In this case, if $r \equiv 1 \bmod p^{i-j}$ then

$$
r^{-1} x+p^{i} \mathfrak{X}=x+p^{i-j} p^{j} \mathfrak{X}+p^{i} \mathfrak{X}=x+p^{i} \mathfrak{X}
$$

hence the choice of $i$ ensures that

$$
(\delta(\sigma) \phi)(x)=\phi\left(r^{-1} x\right)=\phi(x)
$$

In light of the preceding discussion,

$$
\mathfrak{K}=\left\{\sigma \in \mathfrak{H}:\left.\sigma\right|_{\mathbb{Q}(\lambda)}=\sigma_{r^{2}}, r \equiv 1 \bmod p^{i-j}\right\}=\operatorname{Gal}\left(E / \mathbb{Q}\left(v_{p^{i-j}}, \sqrt{-1}\right)\right)
$$

has the required properties.
Let $K / k$ be a Galois extension and $M$ a $K$-vector space equipped with an semilinear action of the Galois $\operatorname{group} \operatorname{Gal}(K / k)$ : if $\sigma \in \operatorname{Gal}(K / k), m \in M$ and $e \in K$ then

$$
\sigma(e m)=\sigma(e) \sigma(m)
$$

For such an action, the fixed-point set

$$
M^{\operatorname{Gal}(K / k)}=\{m \in M: m=\sigma(m) \text { for all } \sigma \in \operatorname{Gal}(K / k)\}
$$

is a $k$-vector space. The canonical action of $\operatorname{Gal}(K / k)$ on $K$ yields a semilinear action on the tensor product $K \otimes_{k} M^{\mathrm{Gal}(K / k)}$ :

$$
\sigma(e \otimes m)=\sigma(e) \otimes m, \quad \sigma \in \operatorname{Gal}(K / k), e \in E, m \in M^{\operatorname{Gal}(K / k)}
$$

The action of Galois on $M$ is said to be smooth if the stabilizer of each $m \in M$ is open in $\operatorname{Gal}(K / k)$.
Proposition 17. [Galois Descent] If $M$ is a $K$-vector space equipped with a semilinear, smooth action of $\operatorname{Gal}(K / k)$ then the canonical map

$$
\psi: K \otimes_{k} M_{k} \rightarrow M
$$

is a $K$-linear isomorphism of $\operatorname{Gal}(K / k)$-modules.
Proof. The case $K=k_{s}$, the separable closure of $k$, is proved in [Borel 1991, AG.14.2]. The general case is proved using the same argument, mutatis mutandis.

Proposition 18. There exists $\alpha \in \operatorname{GL}(\mathscr{(}(X, E))$ such that

$$
\begin{equation*}
\delta(\sigma)=\alpha^{-1 \sigma} \alpha, \quad \sigma \in \mathfrak{H} . \tag{14}
\end{equation*}
$$

Proof. The canonical action (7) of $\mathfrak{H}$ on $\mathscr{S}(X, E)$ is clearly semilinear. It is furthermore smooth, since each element of $\mathscr{S}(X, E)$ takes only finitely many values in $E$.

On the other hand, since $\delta$ is a 1-cocycle, then

$$
(\sigma, \phi) \mapsto \delta(\sigma) \sigma(\phi), \quad \sigma \in \mathfrak{H}, \phi \in \mathscr{Y}(X, E)
$$

is also an action of $\mathfrak{H}$ on $\mathscr{S}(X, E)$, referred to as the twisted action by $\delta$. It is semilinear, since $\delta$ takes values in $\operatorname{GL}(\mathscr{P}(X, E))$. Since the original action is smooth, if $\phi \in \mathscr{S}(X, E)$ then there exists an open subgroup $\mathfrak{H}_{1}$ such that

$$
\sigma(\phi)=\phi, \quad \sigma \in \mathfrak{H}_{1} .
$$

Furthermore, Lemma 16 asserts that there is an open subgroup $\mathfrak{K}$ of $\mathfrak{H}$ such that

$$
\delta(\sigma) \phi=\phi, \quad \sigma \in \mathfrak{K} .
$$

Therefore, if $\sigma \in \mathfrak{H}_{1} \cap \mathfrak{K}$ then

$$
\delta(\sigma) \sigma(\phi)=\delta(\sigma) \phi=\phi
$$

This shows that the stabilizer of $\phi$ under the twisted action contains the open subgroup $\mathfrak{H}_{1} \cap \mathfrak{K}$. Since it is the union of its $\mathfrak{H}_{1} \cap \mathfrak{K}$-cosets, it follows that the stabilizer of $\phi$ under the twisted action is open. We conclude that the twisted action is smooth.

Using $\mathscr{S}(X, E)$ and ${ }_{\delta} \mathscr{S}(X, E)$ to denote the $\mathfrak{H}$-modules defined by the natural and twisted actions, respectively, Galois Descent asserts the existence of $E$-linear, $\mathfrak{H}$-equivariant isomorphisms

$$
{ }_{\delta} \mathscr{P}(X, E) \simeq E \otimes_{E_{0} \delta} \mathscr{P}(X, E)^{\mathfrak{H}} \quad \text { and } \quad E \otimes_{E_{0}} \mathscr{P}(X, E)^{\mathfrak{H}} \simeq \mathscr{Y}(X, E)
$$

In particular,

$$
\operatorname{dim}_{E_{0} \delta} \mathscr{P}(X, E)^{\mathfrak{H}}=\operatorname{dim}_{E} \mathscr{P}(X, E)=\operatorname{dim}_{E_{0}} \mathscr{P}(X, E)^{\mathfrak{H}}
$$

so $\left.{ }_{\delta} \mathscr{P}(X, E)\right)^{\mathfrak{H}}$ and $\mathscr{(}(X, E)^{\mathfrak{H}}$ are $E_{0}$-isomorphic. As any such isomorphism extends by scalars to a E-linear, $\mathfrak{H}$-equivariant isomorphism

$$
E \otimes_{E_{0} \delta} \mathscr{P}(X, E)^{\mathfrak{H}} \simeq E \otimes_{E_{0}} \mathscr{S}(X, E)^{\mathfrak{H}}
$$

we conclude that

$$
{ }_{\delta} \mathscr{P}(X, E) \simeq \mathscr{S}(X, E)
$$

Let $\alpha \in \operatorname{GL}(\mathscr{Y}(X, E))$ be a $\mathfrak{H}$-equivariant isomorphism ${ }_{\delta} \mathscr{S}(X, E) \rightarrow \mathscr{S}(X, E)$. If $\sigma \in \mathfrak{H}$ and $\phi \in \mathfrak{H}$ then the definition of the twisted action ensures that

$$
\alpha \delta(\sigma) \sigma(\phi)=\sigma(\alpha \phi)
$$

hence

$$
\delta(\sigma) \phi=\alpha^{-1} \alpha \delta(\sigma) \sigma\left(\sigma^{-1}(\phi)\right)=\alpha^{-1} \sigma\left(\alpha\left(\sigma^{-1}(\phi)\right)\right)=\alpha^{-1 \sigma} \alpha(\phi)
$$

## 9. Proof of the main theorem

Fix $\alpha \in \operatorname{GL}(\mathscr{(}(X, E))$ satisfying the conclusion of Proposition 18. In light of (9) and (14), if $\sigma \in \mathfrak{H}$ and $g \in \operatorname{Sp}(V)$ then
${ }^{\sigma}\left(\alpha W_{\lambda}(g) \alpha^{-1}\right)={ }^{\sigma} \alpha^{\sigma} W_{\lambda}(g)\left({ }^{\sigma} \alpha\right)^{-1}={ }^{\sigma} \alpha \delta(\sigma)^{-1} W_{\lambda}(g) \delta(\sigma)\left({ }^{\sigma} \alpha\right)^{-1}=\alpha W_{\lambda}(g) \alpha^{-1}$. The compatibility of the Galois actions (6) and (7) allows us to deduce that the operators

$$
\alpha W_{\lambda}(g) \alpha^{-1}, \quad g \in \operatorname{Sp}(V)
$$

leave

$$
\mathscr{S}(X, E)^{\mathfrak{H}}=\mathscr{P}\left(X, E^{\mathfrak{H}}\right)=\mathscr{S}\left(X, E_{0}\right)
$$

invariant, hence provide a projective Weil representation realized over $E_{0}$.

## 10. Optimality of the field $\boldsymbol{E}_{\mathbf{0}}$

It is natural to ask if the field $E_{0}$ is optimal in the sense that the Weil representation $W_{\lambda}$ may not be realized over a proper subfield. To investigate this, fix a lattice $\mathscr{L}$ of $V$ on which the symplectic form $\langle$,$\rangle is nondegenerate and consider the K$-types of the Weil representation $W_{\lambda}$ obtained by restricting to the compact subgroup $\operatorname{Sp}(\mathscr{L})$ [Prasad 1998].

Given a natural number $k$, let $\Gamma_{k}$ denote that normal subgroup of $\operatorname{Sp}(\mathscr{L})$ consisting of those elements $g$ for which

$$
v g \equiv v \bmod \mathfrak{m}^{k} \mathscr{L}, \quad v \in \mathscr{L}
$$

and let $\mathrm{Fix}_{k}$ be the space of $\Gamma_{k}$-fixed points in the Weil representation. The nontrivial $K$-types of $W_{\lambda}$ associated with $\operatorname{Sp}(\mathscr{L})$ can be realized as the $\pm 1$-eigenspaces of $\iota$, the central involution of $\operatorname{Sp}(V)$, acting on the quotients $\mathrm{Fix}_{2 i+2} / \mathrm{Fix}_{2 i}, i=0,1, \ldots$. Indeed, in light of Proposition 13 and the remarks preceding Proposition 14, it is sufficient to verify this when $\lambda$ has level 0 and -1 . The first case is an immediate consequence of the description of the $K$-types provided by [Prasad 1998, Theorem 2], while the second case follows from the analogous result for representations arising from characters of odd level. In particular, if $W_{\lambda}$ can be realized over a field $L$ then its $K$-types can also be realized over $L$.

The nontrivial $K$-types of $W_{\lambda}$ can be shown to coincide with the irreducible representations $\mathrm{Top}^{ \pm}$studied in [Cliff et al. 2004]. If $q \equiv 1 \bmod 4$ then Top ${ }^{-}$ has Schur index 2, by Theorem 26 of that reference. Since Theorem 17 of the same work asserts that its character field is $\mathbb{Q}$ (respectively, $\mathbb{Q}(\sqrt{p})$ ) if $q$ is square (respectively, not square), Top $^{-}$may not be realized over a proper subfield of $E_{0}$. The remarks made above allow us to conclude that $E_{0}$ is an optimal field for realizing $W_{\lambda}$.

In the case $q \equiv 3 \bmod 4$, the representations Top ${ }^{ \pm}$all have Schur index 1 and character fields $\mathbb{Q}(\sqrt{-p})$ [Cliff et al. 2004, Theorems 17 and 26]. As a result, the restriction of $W_{\lambda}$ to the compact group $\operatorname{Sp}(\mathscr{L})$ can be realized over the subfield $\mathbb{Q}(\sqrt{-p})$ of $E_{0}$. The possibility of realizing the entire Weil representation over the field $\mathbb{Q}(\sqrt{-p})$ is left open.
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# LAGRANGIAN SUBMANIFOLDS IN COMPLEX PROJECTIVE SPACE WITH PARALLEL SECOND FUNDAMENTAL FORM 

Franki Dillen, Haizhong Li, Luc Vrancken and Xianfeng Wang

## From the Riemannian geometric point of view, one of the most fundamen-

 tal problems in the study of Lagrangian submanifolds is the classification of Lagrangian submanifolds with parallel second fundamental form. In 1980's, H. Naitoh completely classified the Lagrangian submanifolds with parallel second fundamental form and without Euclidean factor in complex projective space, by using the theory of Lie groups and symmetric spaces. He showed that such a submanifold is always locally symmetric and is one of the symmetric spaces: $\operatorname{SO}(k+1) / \mathrm{SO}(k)(k \geq 2), \mathrm{SU}(k) / \mathrm{SO}(k)(k \geq 3)$, $\mathbf{S U}(k)(k \geq 3), \mathbf{S U}(2 k) / \mathbf{S p}(k)(k \geq 3), \mathbf{E}_{6} / \mathbf{F}_{4}$.In this paper, we completely classify the Lagrangian submanifolds in complex projective space with parallel second fundamental form by an elementary geometrical method. We prove that such a Lagrangian submanifold is either totally geodesic, or the Calabi product of a point with a lower-dimensional Lagrangian submanifold with parallel second fundamental form, or the Calabi product of two lower-dimensional Lagrangian submanifolds with parallel second fundamental form, or one of the standard symmetric spaces: $\operatorname{SU}(k) / \mathbf{S O}(k), \mathrm{SU}(k), \mathrm{SU}(2 k) / \mathrm{Sp}(k)(k \geq 3), \mathrm{E}_{6} / \mathrm{F}_{4}$.

As the arguments are of a local nature, at the same time, due to the correspondence between $\boldsymbol{C}$-parallel Lagrangian submanifolds in Sasakian space forms and parallel Lagrangian submanifolds in complex space forms, we can also give a complete classification of all $C$-parallel submanifolds of $S^{2 n+1}$ equipped with its standard Sasakian structure.

## 1. Introduction

One of the first studies of Lagrangian submanifolds of complex space forms was done by Chen and Ogiue [1974]. Since then such submanifolds have been studied

[^3]by many authors and a lot of progress has been made in order to understand them properly. Notwithstanding, several open problems remain.

One of the first questions asked and solved by Naitoh in a series of papers [1980; 1981a; 1981b; 1982; 1983a] was the classification of the parallel Lagrangian submanifolds of the complex projective space. The classification relies heavily on the study of symmetric spaces (and Lie groups), and whereas in the irreducible case the classification is clear, little information is given on how to construct all reducible examples. In this paper, we use the techniques developed in [Hu et al. 2009; 2011] in order to obtain a complete and explicit classification of the Lagrangian submanifolds in complex projective space with parallel second fundamental form by an elementary geometric method. The advantage of this approach is that it also allows the study of related problems in this area, such as:
(i) Which are the biharmonic parallel submanifolds of the complex projective space?
(ii) Which are the second order parallel submanifolds (in the sense of Lumiste [2009])?
(iii) Which are the semiparallel submanifolds?

The main result we show is the following:
Classification theorem. Let $M$ be a Lagrangian submanifold in $\mathbb{C P}^{n}(4)$ with constant holomorphic sectional curvature 4. Suppose that $M$ has parallel second fundamental form, then either $M$ is totally geodesic, or
(i) $M$ is locally the Calabi product of a point with a lower-dimensional Lagrangian submanifold with parallel second fundamental form, or
(ii) $M$ is locally the Calabi product of two lower-dimensional Lagrangian submanifolds with parallel second fundamental form, or
(iii) $n=\frac{1}{2} k(k+1)-1, k \geq 3$, and $M$ is congruent with $\mathrm{SU}(k) / \mathrm{SO}(k)$, or
(iv) $n=k^{2}-1, k \geq 3$, and $M$ is congruent with $\mathrm{SU}(k)$, or
(v) $n=2 k^{2}-k-1, k \geq 3$, and $M$ is congruent with $\mathrm{SU}(2 k) / \mathrm{Sp}(k)$, or
(vi) $n=26$ and $M$ is congruent with $\mathrm{E}_{6} / \mathrm{F}_{4}$.

The Calabi product is a standard technique [Bolton et al. 2009; Castro et al. 2006; Hu et al. 2008; Li and Wang 2011; Rodriguez Montealegre and Vrancken 2009]. It allows one to construct with one (or two) Lagrangian immersions a new Lagrangian immersion. It is recalled in detail in Section 4 of the paper.

The paper is organized as follows. In Section 2, we recall the basic formulas for Lagrangian submanifolds of complex space forms. In Section 3, we give a construction of an appropriate basis and hence decompose the tangent space into 3 orthogonal distributions $\mathscr{D}_{1}$, which is 1-dimensional, $\mathscr{D}_{2}$ and $\mathscr{D}_{3}$. According to the
dimension of $\mathscr{D}_{2}$, we have $n$ cases $\left\{\mathfrak{C}_{m}\right\}_{1 \leq m \leq n}$ to consider, where $m=\operatorname{dim} \mathscr{D}_{2}+1$. We show that the case $\left\{\mathfrak{C}_{n}\right\}$ does not occur. In order to get the components of the second fundamental form, we define a bilinear map $L$ from $\mathscr{D}_{2} \times \mathscr{D}_{2}$ to $\mathscr{D}_{3}$ and give some properties of $L$. In Section 4, we introduce for any unit vector $v \in \mathscr{D}_{2}$ a linear map $P_{v}: \mathscr{D}_{2} \rightarrow \mathscr{D}_{2}$ and study its properties. We use the previous results to obtain a direct sum decomposition for $\mathscr{D}_{2}$. We prove that there exists an integer $k_{0}$ and unit vectors $v_{1}, \ldots, v_{k_{0}} \in \mathscr{D}_{2}$ such that

$$
\mathscr{D}_{2}=\left\{v_{1}\right\} \oplus V_{v_{1}}(0) \oplus \cdots \oplus\left\{v_{k_{0}}\right\} \oplus V_{v_{k_{0}}}(0)
$$

where $V_{v_{j}}(0)$ is the eigenspace of $P_{v_{j}}$ with eigenvalue 0 . We remark that we always mean an orthogonal sum of vector spaces when we speak of a direct sum. We also find that $\operatorname{dim} V_{v_{1}}(0)=\cdots=\operatorname{dim} V_{v_{k_{0}}}(0)$ and the dimension which we denote by $\mathfrak{p}$ can only be equal to $0,1,3$ or 7 when $k_{0} \geq 2$. Note that up to this point all results remain valid assuming only that $M$ is semiparallel. We also recall some characterizations of the Calabi product Lagrangian immersions in $\mathbb{C P}^{n}(4)$, whose application gives that $M$ is the Calabi product of a point with a lower-dimensional Lagrangian submanifold with parallel second fundamental form for case $\left\{\mathfrak{C}_{1}\right\}$. In Section 5, we discuss case $\left\{\mathfrak{C}_{m}\right\}_{2 \leq m \leq n-1}$ with $k_{0}=1$. In Sections 6-9, we consider each of the four cases: case $\left\{\mathfrak{C}_{m}\right\}_{2 \leq m \leq n-1}$ with $k_{0} \geq 2$ and $\mathfrak{p}=0,1,3,7$ separately and in each case we obtain a complete classification of the Lagrangian submanifolds in $\mathbb{C P}^{n}(4)$ with parallel second fundamental form. In Section 10, we complete the proof of the Classification theorem.

## 2. Preliminaries

In this section, $M$ will always denote an $n$-dimensional Lagrangian submanifold of $\bar{M}^{n}(4 \varepsilon)$, an $n$-dimensional complex space form with constant holomorphic sectional curvature $4 \varepsilon$. We denote the Levi-Civita connections on $M, \bar{M}^{n}(4 \varepsilon)$ and the normal bundle by $\nabla, D$ and $\nabla_{X}^{\perp}$ respectively. The formulas of Gauss and Weingarten are given by (see [Chen 1973; 1997a; 1997b; Castro et al. 2006])

$$
D_{X} Y=\nabla_{X} Y+h(X, Y) \quad \text { and } \quad D_{X} \xi=-A_{\xi} X+\nabla_{X}^{\perp} \xi
$$

where $X$ and $Y$ are tangent vector fields and $\xi$ is a normal vector field on $M$.
As $M$ is Lagrangian, we have (see [Chen 2001; 2005; Li and Vrancken 2005])

$$
\begin{equation*}
\nabla_{X}^{\perp} J Y=J \nabla_{X} Y \quad \text { and } \quad A_{J X} Y=-J h(X, Y)=A_{J Y} X \tag{2-1}
\end{equation*}
$$

where $h$ and $A$ denote respectively the second fundamental form and the shape operator.

We denote the curvature tensors of $\nabla$ and $\nabla_{X}^{\perp}$ by $R$ and $R^{\perp}$, respectively. The first and second covariant derivatives of $h$ are defined by

$$
\begin{aligned}
(\nabla h)(X, Y, Z)= & \nabla_{X}^{\frac{1}{X}} h(Y, Z)-h\left(\nabla_{X} Y, Z\right)-h\left(\nabla_{X} Z, Y\right), \\
\left(\nabla^{2} h\right)(X, Y, Z, W)= & \nabla_{X}^{\perp}((\nabla h)(Y, Z, W))-(\nabla h)\left(\nabla_{X} Y, Z, W\right) \\
& -(\nabla h)\left(Y, \nabla_{X} Z, W\right)-(\nabla h)\left(Y, Z, \nabla_{X} W\right),
\end{aligned}
$$

where $X, Y, Z$ and $W$ are tangent vector fields.
The equations of Gauss, Codazzi and Ricci for a Lagrangian submanifold of $\bar{M}^{n}(4 \varepsilon)$ are given by (see [Chen and Ogiue 1974; Chen 1997a; 1997b; 2001])

$$
\begin{align*}
R(X, Y) Z & =\varepsilon(\langle Y, Z\rangle X-\langle X, Z\rangle Y)+\left[A_{J X}, A_{J Y}\right] Z  \tag{2-2}\\
(\nabla h)(X, Y, Z) & =(\nabla h)(Y, X, Z) \\
R^{\perp}(X, Y) J Z & =\varepsilon(\langle Y, Z\rangle J X-\langle X, Z\rangle J Y)+J\left[A_{J X}, A_{J Y}\right] Z,
\end{align*}
$$

where $X, Y$ and $Z$ are tangent vector fields. Note that for a Lagrangian submanifold the equations of Gauss and Ricci are mutually equivalent.

We have the following Ricci identity (see [Montiel and Urbano 1988]):

$$
\begin{align*}
& \left(\nabla^{2} h\right)(X, Y, Z, W)=\left(\nabla^{2} h\right)(Y, X, Z, W)  \tag{2-3}\\
& \quad+J R(X, Y) A_{J Z} W-h(R(X, Y) Z, W)-h(R(X, Y) W, Z)
\end{align*}
$$

where $X, Y, Z$ and $W$ are tangent vector fields.
The Lagrangian condition implies that

$$
\begin{aligned}
\left\langle R^{\perp}(X, Y) J Z, J W\right\rangle & =\langle R(X, Y) Z, W\rangle \\
\langle h(X, Y), J Z\rangle & =\langle h(X, Z), J Y\rangle
\end{aligned}
$$

for tangent vector fields $X, Y, Z$ and $W$.
From now on, we will also assume that $M$ has parallel fundamental form, that is, in each point $p$ of $M, \nabla h=0$.

Note that the vanishing of $\nabla h$ together with the Ricci identity (2-3) imply that

$$
\begin{align*}
& (R(X, Y) h)(Z, W)  \tag{2-4}\\
& \quad=R^{\perp}(X, Y) h(Z, W)-h(R(X, Y) Z, W)-h(Z, R(X, Y) W) \equiv 0
\end{align*}
$$

for tangent vector fields $X, Y, Z$ and $W$. Lagrangian submanifolds satisfying the above property are called semiparallel. Using this property, following an idea first introduced by Ejiri [1981], and since then widely applied and very useful for solving various problems in submanifold theory, a special orthonormal basis can be constructed.

## 3. The construction of an appropriate orthonormal basis

In this section, we will always assume that $M$ is a Lagrangian submanifold of $\bar{M}^{n}(4 \varepsilon)$ with semiparallel second fundamental form, where $\bar{M}^{n}(4 \varepsilon)$ is an $n$-dimensional complex space form with constant holomorphic sectional curvature $4 \varepsilon$.

Throughout this section, we fix $p \in M$ and let $U M_{p}=\left\{u \in T_{p} M \mid\|u\|=1\right\}$. Note that totally geodesic submanifolds in symmetric spaces have been classified completely by Chen and Nagano [1977; 1978], we will assume that $p$ is a nontotally geodesic point and we define $f(u)=\langle h(u, u), J u\rangle$ for $u \in U M_{p}$ and take $e_{1}$ as a vector in which $f$ attains its maximum. The following lemma can be found in [Li and Vrancken 2005], [Li and Wang 2009] and [Montiel and Urbano 1988].

Lemma 3.1. There exists an orthonormal basis $\left\{e_{1}, \ldots, e_{n}\right\}$ of $T_{p} M$ satisfying:
(i) $h\left(e_{1}, e_{i}\right)=\lambda_{i} J e_{i}$ for $i=1, \ldots, n$, where $\lambda_{1}$ is the maximum of $f$.
(ii) $\lambda_{i} \leq \frac{1}{2} \lambda_{1}$ for $i=2, \ldots, n$, and if $\lambda_{j}=\frac{1}{2} \lambda_{1}$ for some $j$, then $f\left(e_{j}\right)=0$.

Furthermore, by taking $X=Z=W=e_{1}, \quad Y=e_{j}$ for $j \geq 2$ in (2-4), by Lemma 3.1.(i) there exists a unique $m$ with $1 \leq m \leq n$ such that

$$
\begin{equation*}
\lambda_{2}=\lambda_{3}=\cdots=\lambda_{m}=\frac{1}{2} \lambda_{1} \quad \text { and } \quad \lambda_{m+1}=\cdots=\lambda_{n}=\mu, \tag{3-1}
\end{equation*}
$$

where

$$
\mu:=\frac{\lambda_{1}-\sqrt{\lambda_{1}^{2}+4 \varepsilon}}{2}
$$

We define $\mathscr{D}_{2}:=\operatorname{span}\left\{e_{2}, \ldots, e_{m}\right\}$ and $\mathscr{D}_{3}:=\operatorname{span}\left\{e_{m+1}, \ldots, e_{n}\right\}$.
Lemma 3.2. The tangent space $T_{p} M$ can be decomposed as a direct sum of 3 orthogonal vector spaces, that is, $T_{p} M=\mathscr{D}_{1} \oplus \mathscr{D}_{2} \oplus \mathscr{D}_{3}$, where
(i) $\mathscr{D}_{1}$ is a 1-dimensional vector space spanned by the unit tangent vector $e_{1}$,
(ii) $h\left(e_{1}, v\right)=\frac{1}{2} \lambda_{1} v$, for any $v \in \mathscr{D}_{2}$,
(iii) $h\left(e_{1}, w\right)=\mu w$, for any $w \in \mathscr{D}_{3}$,
(iv) $h\left(v_{1}, v_{2}\right)-\frac{1}{2} \lambda_{1}\left\langle v_{1}, v_{2}\right\rangle J e_{1} \in J \mathscr{D}_{3}$, for any $v_{1}, v_{2} \in \mathscr{D}_{2}$.

We have $n$ cases $\left\{\mathfrak{C}_{m}\right\}_{1 \leq m \leq n}$ as follows:
Case $\mathfrak{C}_{1}: \lambda_{2}=\lambda_{3}=\cdots=\lambda_{n}=\mu$.
Case $\mathfrak{C}_{n}: \lambda_{2}=\lambda_{3}=\cdots=\lambda_{n}=\frac{1}{2} \lambda_{1}$.
Case $\mathfrak{C}_{m}: \lambda_{2}=\cdots=\lambda_{m}=\frac{1}{2} \lambda_{1}$ and $\lambda_{m+1}=\cdots=\lambda_{n}=\mu$ for $2 \leq m \leq n-1$.
Our aim in the next sections is to describe explicitly the second fundamental form $h$ when restricted to vectors belonging to $\mathscr{D}_{2}$. In view of Lemma 3.2 this is trivial in case that $m=1$ or $m=n$. We first state:

Theorem 3.3. Case $\left\{\mathfrak{C}_{n}\right\}$ does not occur.

Proof. Suppose that it did. We use (2-4), and we choose $X=e_{1}, Y=v, Z=v$ and $W=v$, with $v$ a unit vector belonging to $\mathscr{D}_{2}$. Taking also into account, from the previous lemma, that

$$
h\left(e_{1}, e_{1}\right)=\lambda_{1} J e_{1}, \quad h\left(e_{1}, v\right)=\frac{1}{2} \lambda_{1} J v \quad \text { and } \quad h(v, v)=\frac{1}{2} \lambda_{1} J e_{1},
$$

we find that $\lambda_{1}=0$. This is a contradiction.
By applying Theorem 4.12 (see also [Li and Wang 2011, Theorem 1.6]), we conclude that $M$ is locally the Calabi product of a point with a lower-dimensional Lagrangian submanifold with parallel second fundamental form for case $\left\{\mathfrak{C}_{1}\right\}$. We will now restrict ourselves in the remainder of this section, as well as in the next sections, to the case $\left\{\mathfrak{C}_{m}\right\}$ when $1<m<n$. Surprisingly enough it is the form of the second fundamental form restricted to $\mathscr{D}_{2}$ which will play a crucial role and in some sense completely describe the immersion. For convenience we write

$$
\eta=\frac{1}{2} \sqrt{\lambda_{1}^{2}+4 \varepsilon}
$$

and without loss of generality we may assume that $\eta \neq 0$.
By Lemma 3.2 we can introduce a bilinear map $L: \mathscr{D}_{2} \times \mathscr{D}_{2} \rightarrow \mathscr{D}_{3}$ by

$$
\begin{equation*}
L\left(v_{1}, v_{2}\right):=-J\left(h\left(v_{1}, v_{2}\right)-\frac{1}{2} \lambda_{1}\left\langle v_{1}, v_{2}\right\rangle J e_{1}\right), \quad v_{1}, v_{2} \in \mathscr{D}_{2} \tag{3-2}
\end{equation*}
$$

We will now distinguish vectors belonging to the different vector spaces and so we use the notations $v, v_{j} \in \mathscr{D}_{2}, w, w_{r} \in \mathscr{D}_{3}$.
Lemma 3.4. We have $\left\langle h\left(\mathscr{D}_{3}, \mathscr{D}_{3}\right), J \mathscr{D}_{2}\right\rangle=0$. The tensor $L$ is an isotropic tensor in the sense of O'Neill [1965], that is,

$$
\begin{equation*}
\langle L(v, v), L(v, v)\rangle=\frac{1}{2} \lambda_{1} \eta\|v\|^{2}, \quad v \in \mathscr{D}_{2} . \tag{3-3}
\end{equation*}
$$

Linearizing this expression, it follows for arbitrary vectors $v_{1}, v_{2}, v_{3}, v_{4} \in \mathscr{D}_{2}$ that

$$
\begin{align*}
& \left\langle L\left(v_{1}, v_{2}\right), L\left(v_{3}, v_{4}\right)\right\rangle+\left\langle L\left(v_{1}, v_{3}\right), L\left(v_{2}, v_{4}\right)\right\rangle+\left\langle L\left(v_{1}, v_{4}\right), L\left(v_{2}, v_{3}\right)\right\rangle  \tag{3-4}\\
& \quad=\frac{1}{2} \lambda_{1} \eta\left(\left\langle v_{1}, v_{2}\right\rangle\left\langle v_{3}, v_{4}\right\rangle+\left\langle v_{1}, v_{3}\right\rangle\left\langle v_{2}, v_{4}\right\rangle+\left\langle v_{1}, v_{4}\right\rangle\left\langle v_{2}, v_{3}\right\rangle\right)
\end{align*}
$$

Proof. By taking $Z=W=e_{1}$ in (2-4) we immediately obtain that for arbitrary vectors $x$ and $y, R(x, y) e_{1}$ is an eigenvector of $A_{J e_{1}}$ with eigenvalue $\frac{1}{2} \lambda_{1}$. So $R(x, y) e_{1} \in \mathscr{D}_{2}$. Moreover taking $v \in \mathscr{D}_{2}$ and $w \in \mathscr{D}_{3}$, by the Gauss equation (2-2) we have

$$
R(v, w) e_{1}=\left(\mu-\frac{1}{2} \lambda_{1}\right) A_{J v} w=-\eta A_{J v} w
$$

so we have

$$
\begin{equation*}
A_{J v} w \in \mathscr{D}_{2}, \quad \text { for all } \quad v \in \mathscr{D}_{2}, w \in \mathscr{D}_{3}, \tag{3-5}
\end{equation*}
$$

which gives the first claim of the lemma.

In order to prove the second claim, we use again (2-4), and we choose $X=e_{1}$, $Y=v_{1}, Z=v_{2}$ and $W=v_{3}$, all belonging to $\mathscr{D}_{2}$. By using (2-2) and the definition of $L$, it follows immediately that

$$
\begin{align*}
h\left(v_{1}, L\left(v_{2}, v_{3}\right)\right)+h\left(v_{2},\right. & \left.L\left(v_{1}, v_{3}\right)\right)+h\left(v_{3}, L\left(v_{1}, v_{2}\right)\right)  \tag{3-6}\\
& =\frac{1}{2} \lambda_{1} \eta\left(\left\langle v_{2}, v_{3}\right\rangle J v_{1}+\left\langle v_{1}, v_{3}\right\rangle J v_{2}+\left\langle v_{1}, v_{2}\right\rangle J v_{3}\right) .
\end{align*}
$$

Taking the inner product with $v_{4}$ and using the complete symmetry of the cubic form completes the proof.

We now decompose $\mathscr{D}_{3}$ as a direct sum of two orthogonal vector spaces. We define $\mathscr{D}_{31}$ to be the vector space vect $\left\{L\left(\mathscr{D}_{2}, \mathscr{D}_{2}\right)\right\}$ generated by vectors $L(X, Y)$ where $X, Y \in \mathscr{D}_{2}$, and $\mathscr{D}_{32}$ as its orthogonal complement in $\mathscr{D}_{3}$. Then by taking $X=e_{1}, Y=v_{1}, Z=v_{2}$ and $W=w$ in (2-4) where $v_{1}, v_{2} \in \mathscr{D}_{2}$ and $w \in \mathscr{D}_{32}$ and using the fact that $h\left(v_{2}, w\right)=0$ we get:

Lemma 3.5. Let $v_{1}, v_{2} \in \mathscr{D}_{2}$ and $w \in \mathscr{D}_{32}$. Then

$$
\begin{equation*}
h\left(L\left(v_{1}, v_{2}\right), w\right)=\mu \eta\left\langle v_{1}, v_{2}\right\rangle J w \tag{3-7}
\end{equation*}
$$

Similarly, we also have:
Lemma 3.6. Let $v_{1}, v_{2}, v_{3}, v_{4} \in \mathscr{D}_{2}$ and let $\left\{u_{1}, \ldots, u_{m-1}\right\}$ be an orthonormal basis of $\mathscr{D}_{2}$, then we have
(3-8) $h\left(L\left(v_{1}, v_{2}\right), L\left(v_{3}, v_{4}\right)\right)=\mu\left\langle L\left(v_{1}, v_{2}\right), L\left(v_{3}, v_{4}\right)\right\rangle J e_{1}+\mu \eta\left\langle v_{1}, v_{2}\right\rangle J L\left(v_{3}, v_{4}\right)$

$$
+\sum_{i=1}^{m-1}\left\langle L\left(v_{1}, u_{i}\right), L\left(v_{3}, v_{4}\right)\right\rangle J L\left(v_{2}, u_{i}\right)+\sum_{i=1}^{m-1}\left\langle L\left(v_{2}, u_{i}\right), L\left(v_{3}, v_{4}\right)\right\rangle J L\left(v_{1}, u_{i}\right)
$$

Proof. By (2-2), we have for $v, \tilde{v} \in \mathscr{D}_{2}$ that

$$
\begin{equation*}
R\left(e_{1}, v\right) \tilde{v}=\left(\varepsilon+\frac{1}{4} \lambda_{1}^{2}\right)\langle v, \tilde{v}\rangle e_{1}-\eta L(v, \tilde{v})=\eta^{2}\langle v, \tilde{v}\rangle e_{1}-\eta L(v, \tilde{v}) \tag{3-9}
\end{equation*}
$$

Similarly, we have for $v \in \mathscr{D}_{2}$ and $w \in \mathscr{D}_{3}$ that $R\left(e_{1}, v\right) w=\eta A_{J v} w$.
As $M$ is semiparallel, we have from (2-4) that

$$
\begin{align*}
& R^{\perp}\left(e_{1}, v_{1}\right) h\left(v_{2}, L\left(v_{3}, v_{4}\right)\right)=  \tag{3-10}\\
& \quad h\left(R\left(e_{1}, v_{1}\right) v_{2}, L\left(v_{3}, v_{4}\right)\right)+h\left(v_{2}, R\left(e_{1}, v_{1}\right) L\left(v_{3}, v_{4}\right)\right)
\end{align*}
$$

We now compute each of the terms in the above equation separately. Since, by

Lemma 3.4, $h\left(v_{j}, L\left(v_{k}, v_{l}\right)\right) \in J \mathscr{D}_{2}$, we can write

$$
\begin{aligned}
h\left(v_{2}, L\left(v_{3}, v_{4}\right)\right) & =\sum_{i=1}^{m-1}\left\langle h\left(v_{2}, L\left(v_{3}, v_{4}\right)\right), J u_{i}\right\rangle J u_{i} \\
& =\sum_{i=1}^{m-1}\left\langle L\left(v_{2}, u_{i}\right), L\left(v_{3}, v_{4}\right)\right\rangle J u_{i} .
\end{aligned}
$$

Therefore, we get

$$
\begin{aligned}
R^{\perp}\left(e_{1}, v_{1}\right) & h\left(v_{2}, L\left(v_{3}, v_{4}\right)\right)=\sum_{i=1}^{m-1}\left\langle L\left(v_{2}, u_{i}\right), L\left(v_{3}, v_{4}\right)\right\rangle R^{\perp}\left(e_{1}, v_{1}\right) J u_{i} \\
& =\eta^{2}\left\langle L\left(v_{1}, v_{2}\right), L\left(v_{3}, v_{4}\right)\right\rangle J e_{1}-\eta \sum_{i=1}^{m-1}\left\langle L\left(v_{2}, u_{i}\right), L\left(v_{3}, v_{4}\right)\right\rangle J L\left(v_{1}, u_{i}\right)
\end{aligned}
$$

Next, as $L\left(v_{3}, v_{4}\right) \in \mathscr{D}_{3}$, we have

$$
R\left(e_{1}, v_{1}\right) L\left(v_{3}, v_{4}\right)=\eta A_{J v_{1}} L\left(v_{3}, v_{4}\right)=\eta \sum_{i=1}^{m-1}\left\langle L\left(v_{1}, u_{i}\right), L\left(v_{3}, v_{4}\right)\right\rangle u_{i}
$$

Hence

$$
\begin{aligned}
& h\left(v_{2}, R\left(e_{1}, v_{1}\right) L\left(v_{3}, v_{4}\right)\right)=\eta \sum_{i=1}^{m-1}\left\langle L\left(v_{1}, u_{i}\right), L\left(v_{3}, v_{4}\right)\right\rangle h\left(v_{2}, u_{i}\right) \\
& \quad=\frac{\lambda_{1}}{2} \eta\left\langle L\left(v_{1}, v_{2}\right), L\left(v_{3}, v_{4}\right)\right\rangle J e_{1}+\eta \sum_{i=1}^{m-1}\left\langle L\left(v_{1}, u_{i}\right), L\left(v_{3}, v_{4}\right)\right\rangle J L\left(v_{2}, u_{i}\right)
\end{aligned}
$$

Finally the last term of (3-10) can be computed as follows:

$$
h\left(R\left(e_{1}, v_{1}\right) v_{2}, L\left(v_{3}, v_{4}\right)\right)=\eta^{2} \mu\left\langle v_{1}, v_{2}\right\rangle J L\left(v_{3}, v_{4}\right)-\eta h\left(L\left(v_{1}, v_{2}\right), L\left(v_{3}, v_{4}\right)\right)
$$

Combining all three terms now completes the proof of the lemma.
We note that Equation (3-8) has very important consequences which will be used in sequel sections. For example:

Lemma 3.7. Assume that $m \geq 3$ and let $\left\{u_{1}, \ldots, u_{m-1}\right\}$ be an orthonormal basis of $\mathscr{D}_{2}$, then for $p \neq j$, we have
(3-11) $\quad 0=\left(\eta\left(\eta+\frac{1}{2} \lambda_{1}\right)-4\left\langle L\left(u_{j}, u_{p}\right), L\left(u_{j}, u_{p}\right)\right\rangle\right) L\left(u_{p}, u_{j}\right)$

$$
\left.+\sum_{i \neq p}\left(\left\langle L\left(u_{p}, u_{i}\right), L\left(u_{j}, u_{j}\right)\right\rangle-2\left\langle L\left(u_{j}, u_{i}\right), L\left(u_{p}, u_{j}\right)\right)\right\rangle\right) L\left(u_{j}, u_{i}\right)
$$

In particular, if $L\left(u_{1}, u_{2}\right) \neq 0$ and $L\left(u_{1}, u_{i}\right)$ is orthogonal to $L\left(u_{1}, u_{2}\right)$ for all $i \neq 2$, then

$$
\begin{equation*}
\left\langle L\left(u_{1}, u_{2}\right), L\left(u_{1}, u_{2}\right)\right\rangle=\frac{1}{4} \eta\left(\eta+\frac{1}{2} \lambda_{1}\right)=: \tau . \tag{3-12}
\end{equation*}
$$

Proof. We use (3-8). Interchanging the couples of indices $\{1,2\}$ and $\{3,4\}$ we find the following condition:
(3-13) $0=\eta \mu\left(\left\langle v_{1}, v_{2}\right\rangle L\left(v_{3}, v_{4}\right)-\left\langle v_{3}, v_{4}\right\rangle L\left(v_{1}, v_{2}\right)\right)$

$$
\begin{aligned}
& +\sum_{i=1}^{m-1}\left\langle L\left(v_{1}, u_{i}\right), L\left(v_{3}, v_{4}\right)\right\rangle L\left(v_{2}, u_{i}\right)+\sum_{i=1}^{m-1}\left\langle L\left(v_{2}, u_{i}\right), L\left(v_{3}, v_{4}\right)\right\rangle L\left(v_{1}, u_{i}\right) \\
& -\sum_{i=1}^{m-1}\left\langle L\left(v_{3}, u_{i}\right), L\left(v_{1}, v_{2}\right)\right\rangle L\left(v_{4}, u_{i}\right)-\sum_{i=1}^{m-1}\left\langle L\left(v_{4}, u_{i}\right), L\left(v_{1}, v_{2}\right)\right\rangle L\left(v_{3}, u_{i}\right)
\end{aligned}
$$

If we take $v_{2}=v_{3}=v_{4}=u_{j}$ and $v_{1}=u_{p}$ with $j$ and $p$ different, then by using also the isotropy condition, (3-13) reduces to

$$
\begin{aligned}
& 0=\left(\eta\left(\eta+\frac{1}{2} \lambda_{1}\right)-4\left\langle L\left(u_{j}, u_{p}\right), L\left(u_{j}, u_{p}\right)\right\rangle\right) L\left(u_{p}, u_{j}\right) \\
&\left.+\sum_{i \neq p}\left(\left\langle L\left(u_{p}, u_{i}\right), L\left(u_{j}, u_{j}\right)\right\rangle-2\left\langle L\left(u_{j}, u_{i}\right), L\left(u_{p}, u_{j}\right)\right)\right\rangle\right) L\left(u_{j}, u_{i}\right)
\end{aligned}
$$

Finally (3-12) follows by taking $j=1$ and $p=2$ in the (3-11), and by using Lemma 3.4.

## 4. A map $P_{v}: \mathscr{D}_{2} \rightarrow \mathscr{D}_{2}$ for unit vector $v \in \mathscr{D}_{2}$ and a decomposition of $\mathscr{D}_{2}$

We now define for any given unit vector $v \in \mathscr{D}_{2}$ a linear map $P_{v}: \mathscr{D}_{2} \rightarrow \mathscr{D}_{2}$ by

$$
\begin{equation*}
P_{v} \tilde{v}=A_{J v} L(v, \tilde{v}) \quad \text { for } \tilde{v} \in \mathscr{D}_{2} \tag{4-1}
\end{equation*}
$$

It is easily seen that $P_{v}$ is well defined and a symmetric linear operator satisfying

$$
\begin{equation*}
\left\langle P_{v} \tilde{v}, v^{*}\right\rangle=\left\langle A_{J v} L(v, \tilde{v}), v^{*}\right\rangle=\left\langle L(v, \tilde{v}), L\left(v, v^{*}\right)\right\rangle=\left\langle P_{v} v^{*}, \tilde{v}\right\rangle \tag{4-2}
\end{equation*}
$$

for all $\tilde{v}, v^{*} \in \mathscr{D}_{2}$. Moreover, we have:
Lemma 4.1. For all unit $v \in \mathscr{D}_{2}$, the operator $P_{v}: \mathscr{D}_{2} \rightarrow \mathscr{D}_{2}$ has $\sigma=\frac{1}{2} \lambda_{1} \eta$ as an eigenvalue with eigenvector $v$. In the orthogonal complement of $\{v\}$ the operator has two eigenvalues, namely $\tau$ and 0 , where $\tau$ is defined in (3-12).
Proof. According to (3-2) and (3-3), we have

$$
\left\langle v, P_{v} v\right\rangle=\langle L(v, v), L(v, v)\rangle=\frac{1}{2} \lambda_{1} \eta
$$

and if $v^{*} \perp v$, then

$$
\left\langle v^{*}, P_{v} v\right\rangle=\left\langle L\left(v, v^{*}\right), L(v, v)\right\rangle=0
$$

This implies that $P_{v} v=\frac{1}{2} \lambda_{1} \eta v$.
Next, we take an orthonormal basis $\left\{u_{i}\right\}_{i=1}^{m-1}$ of $\mathscr{D}_{2}$ consisting of eigenvectors of $P_{v}$ such that $P_{v} u_{i}=\sigma_{i} u_{i}$ for $1 \leq i \leq m-1$, with $u_{1}=v$ and $\sigma_{1}=\frac{1}{2} \lambda_{1} \eta$. We take
the inner product of formula (3-11) for $j=1$ and any $p \geq 2$ with $L\left(v, u_{p}\right)$. We have

$$
\begin{equation*}
\left\langle L\left(u_{1}, u_{p}\right), L\left(u_{1}, u_{p}\right)\right\rangle\left(\tau-\left\langle L\left(u_{1}, u_{p}\right), L\left(u_{1}, u_{p}\right)\right\rangle\right)=0 . \tag{4-3}
\end{equation*}
$$

Here we have used that

$$
\left\langle L\left(u_{1}, u_{p}\right), L\left(u_{1}, u_{i}\right)\right\rangle=\left\langle u_{p}, P_{u_{1}} u_{i}\right\rangle=\left\langle u_{p}, \sigma_{i} u_{i}\right\rangle=0 \quad \text { for all } i \neq p .
$$

By (4-3), we get either

$$
\sigma_{p}=\left\langle L\left(v, u_{p}\right), L\left(v, u_{p}\right)\right\rangle=0 \quad \text { or } \quad \sigma_{p}=\left\langle L\left(v, u_{p}\right), L\left(v, u_{p}\right)\right\rangle=\tau
$$

In the following we denote by $V_{v}(0)$ and $V_{v}(\tau)$ the eigenspaces of $P_{v}$ (in the orthogonal complement of $\{v\}$ ) with respect to the eigenvalues 0 and $\tau$, respectively. Note that in exceptional cases it can happen that $\tau=\sigma$.

Lemma 4.2. Let $u, v \in \mathscr{D}_{2}$ be two unit orthogonal vectors. The following statements are equivalent:
(i) $u \in V_{v}(0)$.
(ii) $L(u, v)=0$.
(iii) $L(u, u)=L(v, v)$.
(iv) $v \in V_{u}(0)$.

Moreover any of the previous statements implies that
(v) $P_{u}=P_{v}$ on $\{u, v\}^{\perp}$.

Proof. As $\left\langle v_{1}, P_{v} v_{2}\right\rangle=\left\langle L\left(v, v_{1}\right), L\left(v, v_{2}\right)\right\rangle$, the equivalence of (i), (ii) and (iv) follows immediately. As $u$ and $v$ are orthogonal, the isotropy condition implies that

$$
\langle L(u, u), L(v, v)\rangle+2\langle L(u, v), L(u, v)\rangle=\frac{1}{2} \lambda_{1} \eta .
$$

Because $\langle L(u, u), L(u, u)\rangle=\langle L(v, v), L(v, v)\rangle=\frac{1}{2} \lambda_{1} \eta$, the equivalence of (ii) and (iii) now follows from the Cauchy-Schwarz inequality.

Now in order to prove (v), we may assume that (i), (ii), (iii) and (iv) are satisfied. As the space spanned by $\{u, v\}$ is invariant by $P_{u}$ and $P_{v}$, also its orthogonal complement is invariant. By taking $v_{1}, v_{2}$ in this orthogonal complement and using the isotropy condition, we find

$$
\begin{aligned}
\left\langle v_{1}, P_{v} v_{2}\right\rangle & =\left\langle L\left(v, v_{1}\right), L\left(v, v_{2}\right)\right\rangle \\
& =-\frac{1}{2}\left\langle L(v, v), L\left(v_{1}, v_{2}\right)\right\rangle+\frac{1}{4} \lambda_{1} \eta\left\langle v_{1}, v_{2}\right\rangle \\
& =-\frac{1}{2}\left\langle L(u, u), L\left(v_{1}, v_{2}\right)\right\rangle+\frac{1}{4} \lambda_{1} \eta\left\langle v_{1}, v_{2}\right\rangle \\
& =\left\langle L\left(u, v_{1}\right), L\left(u, v_{2}\right)\right\rangle=\left\langle v_{1}, P_{u} v_{2}\right\rangle .
\end{aligned}
$$

Lemma 4.3. Let $v, \tilde{v} \in \mathscr{D}_{2}$ be two unit orthogonal vectors. Then the equality

$$
\langle L(v, \tilde{v}), L(v, \tilde{v})\rangle=\tau
$$

holds if and only if $\tilde{v} \in V_{v}(\tau)$.
Moreover, if we assume $u \in V_{v}(0)$ and the equality holds, then $u \in V_{\tilde{v}}(\tau)$.
Proof. If $\tilde{v} \in V_{v}(\tau)$, then $\langle L(v, \tilde{v}), L(v, \tilde{v})\rangle=\left\langle\tilde{v}, P_{v} \tilde{v}\right\rangle=\tau$.
Conversely, if $\langle L(v, \tilde{v}), L(v, \tilde{v})\rangle=\tau$, we can write

$$
\tilde{v}=\cos \theta v_{0}+\sin \theta v_{1}, \quad\left|v_{0}\right|=\left|v_{1}\right|=1
$$

where $v_{0} \in V_{v}(0)$ and $v_{1} \in V_{v}(\tau)$. Then we get

$$
\tau=\langle L(v, \tilde{v}), L(v, \tilde{v})\rangle=\left\langle P_{v} \tilde{v}, \tilde{v}\right\rangle=\cos ^{2} \theta \tau
$$

which means that $\sin \theta=0$ and $\tilde{v}=\cos \theta v_{1} \in V_{v}(\tau)$.
Now assume the equality holds. If $u \in V_{v}(0)$, then as $v \in V_{v}(\sigma)$ and $\tilde{v} \in V_{v}(\tau)$, we see that $u, v, \tilde{v}$ are orthonormal vectors. Therefore $P_{u} \tilde{v}=P_{v} \tilde{v}=\tau \tilde{v}$ by Lemma 4.2, which means that $\tilde{v} \in V_{u}(\tau)$. Applying the first part of the lemma now shows that we have $u \in V_{\tilde{v}}(\tau)$.

Lemma 4.4. Let $v_{1}, v_{2}, v_{3} \in \mathscr{D}_{2}$ be orthonormal vectors satisfying $v_{1}, v_{2} \in V_{v_{3}}(\tau)$. Then for any vector $v \in \mathscr{D}_{2}$, we have $\left\langle L\left(v_{1}, v_{2}\right), L\left(v_{3}, v\right)\right\rangle=0$.

Proof. Using the linearity of the assertion, we may assume that $v$ is an eigenvector of $P_{v_{3}}$. By Lemma 4.2 we only have to consider the case $v \notin V_{v_{3}}(0)$.

We choose an orthonormal basis $\left\{u_{i}\right\}_{i=1}^{m-1}$ of $\mathscr{D}_{2}$ consisting of eigenvectors of $P_{v_{3}}$ such that $u_{1}=v_{1}, u_{2}=v_{2}$ and $u_{3}=v_{3}$. We now use (3-13) for $p=1, j=2, k=l=3$ to obtain

$$
\begin{align*}
& 0=-\mu \eta L\left(v_{1}, v_{2}\right)+\sum_{i=1}^{m-1}\left\langle L\left(v_{1}, u_{i}\right), L\left(v_{3}, v_{3}\right)\right\rangle L\left(v_{2}, u_{i}\right)  \tag{4-4}\\
& +\sum_{i=1}^{m-1}\left\langle L\left(v_{2}, u_{i}\right), L\left(v_{3}, v_{3}\right)\right\rangle L\left(v_{1}, u_{i}\right)-2 \sum_{i=1}^{m-1}\left\langle L\left(v_{3}, u_{i}\right), L\left(v_{1}, v_{2}\right)\right\rangle L\left(v_{3}, u_{i}\right) .
\end{align*}
$$

Remark that if $i=3$ and $k=1,2$, it follows that $\left\langle L\left(v_{k}, u_{i}\right), L\left(v_{3}, v_{3}\right)\right\rangle=0$, and if $k=1,2$ and $i \neq k, 3$, we have that $\left\langle L\left(v_{k}, u_{i}\right), L\left(v_{3}, v_{3}\right)\right\rangle=-2\left\langle v_{k}, P_{v_{3}} u_{i}\right\rangle=0$. Using this, together with (3-4) and the assumption we see that (4-4) reduces to

$$
\begin{equation*}
\sum_{i=1}^{m-1}\left\langle L\left(v_{3}, u_{i}\right), L\left(v_{1}, v_{2}\right)\right\rangle L\left(v_{3}, u_{i}\right)=0 \tag{4-5}
\end{equation*}
$$

Note that we have

$$
\left\langle L\left(v_{3}, u_{p}\right), L\left(v_{3}, u_{q}\right)\right\rangle=\left\langle u_{p}, P_{v_{3}} u_{q}\right\rangle=0 \quad \text { if } p \neq q .
$$

Thus (4-5) implies that $\left\langle L\left(v_{1}, v_{2}\right), L\left(v_{3}, u_{i}\right)\right\rangle=0$ for all $u_{i}$, which immediately implies that for any vector $v \in \mathscr{D}_{2}$, we have $\left\langle L\left(v_{1}, v_{2}\right), L\left(v_{3}, v\right)\right\rangle=0$.

Using the above lemmas, we can introduce a direct sum decomposition for $\mathscr{D}_{2}$, which turns out crucial for our purpose.

Pick any unit vector $v_{1} \in \mathscr{D}_{2}$ and recall that $\tau=\frac{1}{4} \eta\left(\eta+\frac{1}{2} \lambda_{1}\right)$, then by Lemma 4.1, we have a direct sum decomposition for $\mathscr{D}_{2}$

$$
\mathscr{D}_{2}=\left\{v_{1}\right\} \oplus V_{v_{1}}(0) \oplus V_{v_{1}}(\tau),
$$

where here and later on, we denote also by $\{\cdot\}$ the vector space spanned by its elements. If $V_{v_{1}}(\tau) \neq\{0\}$, we take an arbitrary unit vector $v_{2} \in V_{v_{1}}(\tau)$. Then by Lemma 4.3 we have:

$$
v_{1} \in V_{v_{2}}(\tau), \quad V_{v_{1}}(0) \subset V_{v_{2}}(\tau) \quad \text { and } \quad V_{v_{2}}(0) \subset V_{v_{1}}(\tau)
$$

From this we deduce that

$$
\mathscr{D}_{2}=\left\{v_{1}\right\} \oplus V_{v_{1}}(0) \oplus\left\{v_{2}\right\} \oplus V_{v_{2}}(0) \oplus\left(V_{v_{1}}(\tau) \cap V_{v_{2}}(\tau)\right) .
$$

If $V_{v_{1}}(\tau) \cap V_{v_{2}}(\tau) \neq\{0\}$, we further pick a unit vector $v_{3} \in V_{v_{1}}(\tau) \cap V_{v_{2}}(\tau)$. Then

$$
\mathscr{D}_{2}=\left\{v_{3}\right\} \oplus V_{v_{3}}(0) \oplus V_{v_{3}}(\tau),
$$

and by Lemma 4.3 we have

$$
v_{1}, v_{2} \in V_{v_{3}}(\tau) \quad \text { and } \quad V_{v_{1}}(0), V_{v_{2}}(0) \subset V_{v_{3}}(\tau)
$$

It follows that

$$
\begin{aligned}
\mathscr{D}_{2}=\left\{v_{1}\right\} \oplus V_{v_{1}}(0) \oplus\left\{v_{2}\right\} \oplus V_{v_{2}} & (0) \oplus\left\{v_{3}\right\} \oplus V_{v_{3}}(0) \\
& \oplus\left(V_{v_{1}}(\tau) \cap V_{v_{2}}(\tau) \cap V_{v_{3}}(\tau)\right) .
\end{aligned}
$$

Considering that $\operatorname{dim} \mathscr{D}_{2}=m-1$ is finite, we easily obtain by induction:
Proposition 4.5. There exists an integer $k_{0}$ and unit vectors $v_{1}, \ldots, v_{k_{0}} \in \mathscr{D}_{2}$ so

$$
\begin{equation*}
\mathscr{D}_{2}=\left\{v_{1}\right\} \oplus V_{v_{1}}(0) \oplus \cdots \oplus\left\{v_{k_{0}}\right\} \oplus V_{v_{k_{0}}}(0) \tag{4-6}
\end{equation*}
$$

We denote $\left\{v_{k}\right\} \oplus V_{v_{k}}(0)$ by $V_{k}$. In what follows, we will now study the decomposition (4-6) in more detail.

Lemma 4.6. (i) For any unit vector $u_{1} \in\left\{v_{1}\right\} \oplus V_{v_{1}}(0)$, we have

$$
\left\{v_{1}\right\} \oplus V_{v_{1}}(0)=\left\{u_{1}\right\} \oplus V_{u_{1}}(0)
$$

(ii) For any unit vectors $u_{1}, \tilde{u}_{1} \in\left\{v_{1}\right\} \oplus V_{v_{1}}(0)$ and $u_{1} \perp \tilde{u}_{1}$, we have $L\left(u_{1}, \tilde{u}_{1}\right)=0$.

Proof. (i) We first assume that $u_{1}$ is orthogonal to $v_{1}$. As then $u_{1} \in V_{v_{1}}(0)$, we have that $L\left(u_{1}, v_{1}\right)=0$ and $v_{1} \in V_{u_{1}}(0)$. Also on $\left\{u_{1}, v_{1}\right\}^{\perp}$ we have that $P_{u_{1}}=P_{v_{1}}$, which implies that the orthogonal complement of $u_{1}$ in $V_{v_{1}}(0)$ coincides with the orthogonal complement of $v_{1}$ in $V_{u_{1}}(0)$. This completes the proof in this case.

Now we consider the general case. If $\operatorname{dim}\left(V_{v_{1}}(0)\right)=0$, there is nothing to prove. If $\operatorname{dim}\left(V_{v_{1}}(0)\right) \geq 2$, we can take a vector $\tilde{u}$ in that space which is orthogonal to both $u_{1}$ and $v_{1}$. Applying twice the previous result then completes the proof. If $\operatorname{dim}\left(V_{v_{1}}(0)\right)=1$, there exists $v_{0} \in V_{v_{1}}(0)$ such that $V_{v_{1}}(0)=\left\{v_{0}\right\}$. Denote $u_{1}=\cos \theta v_{1}+\sin \theta v_{0}$. By Lemma 4.2, we see that

$$
L\left(\cos \theta v_{1}+\sin \theta v_{0},-\sin \theta v_{1}+\cos \theta v_{0}\right)=0
$$

and hence $-\sin \theta v_{1}+\cos \theta v_{0} \in V_{u_{1}}(0)$. Therefore $\left\{v_{1}\right\} \oplus V_{v_{1}}(0) \subset\left\{u_{1}\right\} \oplus V_{u_{1}}(0)$. If we do not have the equality, we can find a vector in the second space which is orthogonal to both $v_{1}$ and $u_{1}$. As $\left\{v_{1}\right\} \oplus V_{v_{1}}(0)=\{x\} \oplus V_{x}(0)=\left\{u_{1}\right\} \oplus V_{u_{1}}(0)$, we get a contradiction.

In order to prove (ii), we have by (i) that

$$
\left\{v_{1}\right\} \oplus V_{v_{1}}(0)=\left\{u_{1}\right\} \oplus V_{u_{1}}(0) .
$$

As $u_{1}$ and $\tilde{u}_{1}$ are orthogonal this implies that $\tilde{u}_{1} \in V_{u_{1}}(0)$. Consequently we see that $L\left(u_{1}, \tilde{u}_{1}\right)=0$.

Lemma 4.7. In the decomposition (4-6), if we pick a unit vector $u_{2} \in V_{v_{2}}(0)$, then there exists a unique vector $u_{1} \in v_{1} \oplus V_{v_{1}}(0)$ such that $L\left(v_{1}, u_{2}\right)=L\left(v_{2}, u_{1}\right)$. Moreover $u_{1}$ is a unit vector belonging to $V_{v_{1}}(0)$ and $L\left(v_{1}, v_{2}\right)=-L\left(u_{2}, u_{1}\right)$.

Proof. Let $\left\{u_{1}^{l}, \ldots, u_{p_{l}}^{l}\right\}$ be an orthonormal basis of $V_{v_{l}}(0), 1 \leq l \leq k_{0}$, such that $u_{1}^{2}=u_{2}$. Then

$$
\left\{v_{1}, \ldots, v_{k_{0}}, u_{1}^{1}, \ldots, u_{p_{1}}^{1}, \ldots, u_{1}^{k_{0}}, \ldots, u_{p_{k_{0}}}^{k_{0}}\right\}=:\left\{\tilde{u}_{i}\right\}_{1 \leq i \leq m-1}
$$

forms an orthonormal basis of $\mathscr{D}_{2}$. Now we use (3-8) with the vectors $v_{2}, u_{2}, v_{1}, u_{1}$. As by Lemma 4.2 $L\left(v_{2}, u_{2}\right)=0$, and by our decomposition $v_{1} \in V_{v_{2}}(\tau)$, we obtain

$$
\begin{aligned}
0 & =h\left(L\left(v_{2}, u_{2}\right), L\left(v_{1}, v_{2}\right)\right) \\
= & \mu\left\langle L\left(u_{2}, v_{2}\right), L\left(v_{1}, v_{2}\right)\right\rangle J e_{1}+\sum_{i=1}^{m-1}\left\langle L\left(v_{2}, \tilde{u}_{i}\right), L\left(v_{1}, v_{2}\right)\right\rangle J L\left(u_{2}, \tilde{u}_{i}\right) \\
& \quad+\sum_{i=1}^{m-1}\left\langle L\left(u_{2}, \tilde{u}_{i}\right), L\left(v_{1}, v_{2}\right)\right\rangle J L\left(v_{2}, \tilde{u}_{i}\right) \\
= & \sum_{i=1}^{m-1}\left\langle P_{v_{2}} v_{1}, \tilde{u}_{i}\right\rangle J L\left(u_{2}, \tilde{u}_{i}\right)+\sum_{i=1}^{m-1}\left\langle L\left(u_{2}, \tilde{u}_{i}\right), L\left(v_{1}, v_{2}\right)\right\rangle J L\left(v_{2}, \tilde{u}_{i}\right) \\
= & \tau J L\left(u_{2}, v_{1}\right)+\sum_{i=1}^{m-1}\left\langle L\left(u_{2}, \tilde{u}_{i}\right), L\left(v_{1}, v_{2}\right)\right\rangle J L\left(v_{2}, \tilde{u}_{i}\right) .
\end{aligned}
$$

From this we see that we can put

$$
\begin{equation*}
u_{1}=-\frac{1}{\tau} \sum_{i=1}^{m-1}\left\langle L\left(u_{2}, \tilde{u}_{i}\right), L\left(v_{1}, v_{2}\right)\right\rangle \tilde{u}_{i} \tag{4-7}
\end{equation*}
$$

Noting that $u_{2} \in V_{v_{1}}(\tau)$, and applying Lemma 4.4 and Lemma 4.6, we see that the above sum is nonzero only if $\tilde{u}_{i}=u_{2}$ and $\tilde{u}_{i}=v_{1}$ or if $\tilde{u}_{i} \in V_{v_{1}}(0)$.

If $\tilde{u}_{i}=u_{2}$, using Lemma 4.2, we get that

$$
\left\langle L\left(u_{2}, u_{2}\right), L\left(v_{1}, v_{2}\right)\right\rangle=\left\langle L\left(v_{2}, v_{2}\right), L\left(v_{1}, v_{2}\right)\right\rangle=0
$$

whereas if $\tilde{u}_{i}=v_{1}$, we have that

$$
\left\langle L\left(u_{2}, v_{1}\right), L\left(v_{1}, v_{2}\right)\right\rangle=\left\langle u_{2}, P_{v_{1}} v_{2}\right\rangle=\tau\left\langle u_{2}, v_{2}\right\rangle=0
$$

Consequently $u_{1} \in V_{v_{1}}(0)$.
In order to prove the uniqueness in $v_{1} \oplus V_{v_{1}}(0)$, suppose that $\tilde{u}_{1} \in v_{1} \oplus V_{v_{1}}(0)$ such that $L\left(v_{1}, u_{2}\right)=L\left(v_{2}, \tilde{u}_{1}\right)$. Then we have $L\left(v_{2}, u_{1}-\tilde{u}_{1}\right)=0$, hence by Lemma 4.2 we have $u_{1}-\tilde{u}_{1} \in V_{v_{2}}(0)$. But we also have $u_{1}-\tilde{u}_{1} \in v_{1} \oplus V_{v_{1}}(0) \subset V_{v_{2}}(\tau)$, so we must have $u_{1}-\tilde{u}_{1}=0$.

To show that vector $u_{1} \in V_{v_{1}}(0)$ satisfying $L\left(v_{1}, u_{2}\right)=L\left(v_{2}, u_{1}\right)$ must be of unit length, we note that as $u_{2} \in V_{v_{2}}(0) \subset V_{v_{1}}(\tau)$ and $u_{1} \in V_{v_{1}}(0) \subset V_{v_{2}}(\tau)$, then

$$
\left\langle L\left(v_{1}, u_{2}\right), L\left(v_{1}, u_{2}\right)\right\rangle=\tau \quad \text { and } \quad\left\langle L\left(v_{2}, u_{1}\right), L\left(v_{2}, u_{1}\right)\right\rangle=\left\|u_{1}\right\|^{2} \tau
$$

Hence $\left\|u_{1}\right\|^{2}=1$ and $u_{1}$ is a unit vector.
In order to prove $L\left(v_{1}, u_{2}\right)=L\left(v_{2}, u_{1}\right)$ and $L\left(v_{1}, v_{2}\right)=-L\left(u_{2}, u_{1}\right)$ are equivalent, we use the isotropic condition (3-4) and the Cauchy-Schwarz inequality.

Suppose now that $L\left(v_{1}, u_{2}\right)=L\left(v_{2}, u_{1}\right)$. We have $v_{1}, u_{1} \in V_{v_{2}}(\tau)=V_{u_{2}}(\tau)$ by Lemma 4.6, so we get $\left\langle L\left(v_{1}, v_{2}\right), L\left(v_{1}, v_{2}\right)\right\rangle=\tau,\left\langle L\left(u_{1}, u_{2}\right), L\left(u_{1}, u_{2}\right)\right\rangle=\tau$. As the isotropy condition gives

$$
\left\langle L\left(v_{1}, v_{2}\right),-L\left(u_{1}, u_{2}\right)\right\rangle=\left\langle L\left(v_{1}, u_{2}\right), L\left(v_{2}, u_{1}\right)\right\rangle=\left\langle L\left(v_{2}, u_{1}\right), L\left(v_{2}, u_{1}\right)\right\rangle=\tau
$$

then by using the Cauchy-Schwarz inequality we get $L\left(v_{1}, v_{2}\right)=-L\left(u_{2}, u_{1}\right)$. The other hand side can be proved in a similar way.

Lemma 4.8. In the decomposition (4-6), we write $V_{l}=\left\{v_{l}\right\} \oplus V_{v_{l}}(0), 1 \leq l \leq k_{0}$.
(1) For any unit vector $a \in V_{j}$,

$$
\begin{equation*}
h(L(a, a), L(a, a))=\frac{1}{2} \lambda_{1} \mu \eta J e_{1}+\eta\left(\mu+\lambda_{1}\right) J L(a, a) . \tag{4-8}
\end{equation*}
$$

(2) For any unit vectors $a \in V_{j}, b \in V_{l}, j \neq l$,

$$
\begin{align*}
& h(L(a, a), L(a, b))=\frac{1}{2} \eta\left(\mu+\lambda_{1}\right) J L(a, b),  \tag{4-9}\\
& h(L(a, a), L(b, b))=\frac{1}{2} \eta \mu^{2} J e_{1}+\eta \mu J(L(a, a)+L(b, b)),  \tag{4-10}\\
& h(L(a, b), L(a, b))=\mu \tau J e_{1}+\tau J(L(a, a)+L(b, b)) \tag{4-11}
\end{align*}
$$

(3) For unit vectors $a \in V_{j}, b, b^{\prime} \in V_{l}, c \in V_{q}, d \in V_{s}$ and $j, l, q, s$ being distinct, $b$ and $b^{\prime}$ being orthogonal,

$$
\begin{align*}
h(L(a, b), L(a, c)) & =\tau J L(b, c)  \tag{4-12}\\
h(L(a, a), L(b, c)) & =\eta \mu J L(b, c)  \tag{4-13}\\
h\left(L(a, b), L\left(a, b^{\prime}\right)\right) & =0  \tag{4-14}\\
h(L(a, b), L(c, d)) & =0 \tag{4-15}
\end{align*}
$$

(4) For orthogonal unit vectors $a_{1}, a_{2} \in V_{j}$ and unit vectors $b \in V_{l}, c \in V_{q}$ with $j, l, q$ being distinct, we have

$$
\begin{equation*}
h\left(L\left(a_{1}, b\right), L\left(a_{2}, c\right)\right)=\tau J L\left(b, c^{\prime}\right) \tag{4-16}
\end{equation*}
$$

where $c^{\prime} \in V_{q}$ is the unique unit vector satisfying $L\left(a_{2}, c\right)=L\left(a_{1}, c^{\prime}\right)$.
Proof. We take an orthonormal basis of $\mathscr{D}_{2}$ in such a way so that it consists of all the orthonormal basis of $V_{j}, 1 \leq j \leq k_{0}$. Then the conclusions are direct consequences of Lemma 3.6. For example, to prove (4-12) we combine Lemma 3.6 with the fact $\langle L(a, b), L(a, c)\rangle=\left\langle b, P_{a} c\right\rangle=\tau\langle b, c\rangle=0$ and the isotropic properties of $L$. From (4-12) and Lemmas 4.6 and 4.7 we get (4-16).
Proposition 4.9. In the decomposition $(4-6)$, if $k_{0}=1$, then $\operatorname{dim}(\operatorname{Im} L)=1$. If $k_{0} \geq 2$, then $\operatorname{dim} V_{v_{1}}(0)=\cdots=\operatorname{dim} V_{v_{k_{0}}}(0)$. We denote the dimension by $\mathfrak{p}$, then $\operatorname{dim} \mathscr{D}_{2}=m-1=k_{0}(\mathfrak{p}+1)$. Moreover, $\mathfrak{p}$ can only be equal to $0,1,3$ or 7 .
Proof. When $k_{0}=1$, from Lemma 4.2 and Lemma 4.6 we get that $L\left(v_{1}, v_{1}\right)$ is a basis of $\operatorname{Im} L$, hence $\operatorname{dim}(\operatorname{Im} L)=1$. As a direct consequence of Lemma 4.7, for any $j \neq l$, we can define a one to one linear map from $V_{v_{j}}(0)$ to $V_{v_{l}}(0)$, which preserves the length of vectors. Hence $V_{v_{j}}(0)$ and $V_{v_{l}}(0)$ are isomorphic and have the same dimension which we denote by $\mathfrak{p}$. To make the following discussion meaningful, we now assume $\mathfrak{p} \geq 1$.

Set $V_{l}=\left\{v_{l}\right\} \oplus V_{v_{l}}(0), 1 \leq l \leq k_{0}$. Let $\left\{v_{l}, u_{1}^{l}, \ldots, u_{\mathfrak{p}}^{l}\right\}$ be an orthonormal basis of $V_{l}$. For each $j=1, \ldots, \mathfrak{p}$, Lemmas 4.6 and 4.7 show that we can define a linear map $\mathfrak{T}_{j}: V_{1} \rightarrow V_{1}$ such that the image $\mathfrak{T}_{j}(v)$ of any unit vector $v \in V_{1}$ satisfies

$$
\begin{equation*}
L\left(v, u_{j}^{2}\right)=L\left(v_{2}, \mathfrak{T}_{j}(v)\right) \tag{4-17}
\end{equation*}
$$

The linear map $\mathfrak{T}_{j}: V_{1} \rightarrow V_{1}$ has these fundamental properties:
(P1) $\left\langle\mathfrak{T}_{j}(v), \mathfrak{T}_{j}(v)\right\rangle=\langle v, v\rangle$, that is, $\mathfrak{T}_{j}$ preserves the length of vectors.
(P2) For all $v \in V_{1}$, we have $\mathfrak{T}_{j}(v) \perp v$.
(P3) $\mathfrak{T}_{j}^{2}=-i d$.
(P4) For all $j \neq l$ and $v \in V_{1}$, we have $\left\langle\mathfrak{T}_{j}(v), \mathfrak{T}_{l}(v)\right\rangle=0$.
Since (P1) and (P2) can be easily seen from Lemma 4.7 and the definition of $\mathfrak{T}_{j}$, we need only to verify explicitly (P3) and (P4).

For any unit vector $v \in V_{1}$, we have

$$
\begin{equation*}
L\left(v_{2}, \mathfrak{T}_{j}^{2}(v)\right)=L\left(\mathfrak{T}_{j}(v), u_{j}^{2}\right) \tag{4-18}
\end{equation*}
$$

Using the fact $\left\{\mathfrak{T}_{j}(v)\right\} \oplus V_{\mathfrak{T}_{j}(v)}(0)=V_{1}$ and $u_{j}^{2} \in V_{v_{2}}(0) \subset V_{\mathfrak{T}_{j}(v)}(\tau)$, we have

$$
\begin{aligned}
\left\langle L\left(\mathfrak{T}_{j}(v), u_{j}^{2}\right), L\left(\mathfrak{T}_{j}(v), u_{j}^{2}\right)\right\rangle & =\left\langle L\left(v_{2}, \mathfrak{T}_{j}(v)\right), L\left(v_{2}, \mathfrak{T}_{j}(v)\right)\right\rangle \\
& =\left\langle L\left(v, v_{2}\right), L\left(v, v_{2}\right)\right\rangle=\tau
\end{aligned}
$$

Since $v, \mathfrak{T}_{j}(v), v_{2}, u_{j}^{2}$ are orthonormal vectors, by (3-4), (4-17) and $L\left(v_{2}, u_{j}^{2}\right)=0$ we see that

$$
\begin{aligned}
0 & =\left\langle L\left(v, v_{2}\right), L\left(\mathfrak{T}_{j}(v), u_{j}^{2}\right)\right\rangle+\left\langle L\left(v, \mathfrak{T}_{j}(v)\right), L\left(v_{2}, u_{j}^{2}\right)\right\rangle+\left\langle L\left(v, u_{j}^{2}\right), L\left(v_{2}, \mathfrak{T}_{j}(v)\right)\right\rangle \\
& =\left\langle L\left(v, v_{2}\right), L\left(\mathfrak{T}_{j}(v), u_{j}^{2}\right)\right\rangle+\left\langle L\left(v_{2}, \mathfrak{T}_{j}(v)\right), L\left(v_{2}, \mathfrak{T}_{j}(v)\right)\right\rangle
\end{aligned}
$$

Applying (4-12) and the Cauchy-Schwarz inequality we deduce

$$
\begin{equation*}
L\left(\mathfrak{T}_{j}(v), u_{j}^{2}\right)=-L\left(v, v_{2}\right) \tag{4-19}
\end{equation*}
$$

Combining (4-18) and (4-19), we get $L\left(\mathfrak{T}_{j}^{2}(v)+v, v_{2}\right)=0$, which implies that $\mathfrak{T}_{j}^{2}(v)+v \in V_{v_{2}}(0)$. As $\mathfrak{T}_{j}^{2}(v)+v \in V_{1} \subset V_{v_{2}}(\tau)$, it follows that $\mathfrak{T}_{j}^{2}(v)=-v$ for a unit vector $v$ and then by linearity for all $v \in V_{1}$, as claimed by (P3).

To verify (P4), we note that, if $j \neq l$ and $\mathfrak{T}_{j}(v), \mathfrak{T}_{l}(v) \in V_{v}(0)$, then by definition

$$
L\left(v_{2}, \mathfrak{T}_{j}(v)\right)=L\left(v, u_{j}^{2}\right) \perp L\left(v, u_{l}^{2}\right)=L\left(v_{2}, \mathfrak{T}_{l}(v)\right)
$$

If we assume $\mathfrak{T}_{l}(v)=a \mathfrak{T}_{j}(v)+x$, where $x \perp \mathfrak{T}_{j}(v)$ and $x \in V_{v}(0)$, then

$$
\begin{aligned}
0 & =\left\langle L\left(v_{2}, \mathfrak{T}_{j}(v)\right), L\left(v_{2}, \mathfrak{T}_{l}(v)\right)\right\rangle \\
& =\left\langle L\left(v_{2}, \mathfrak{T}_{j}(v)\right), a L\left(v_{2}, \mathfrak{T}_{j}(v)\right)+L\left(v_{2}, x\right)\right\rangle \\
& =a\left\langle L\left(v_{2}, \mathfrak{T}_{j}(v)\right), L\left(v_{2}, \mathfrak{T}_{j}(v)\right)\right\rangle=a \tau
\end{aligned}
$$

Thus $a=0$ and therefore $\mathfrak{T}_{j}(v) \perp \mathfrak{T}_{l}(v)$, as claimed.
We now look at the unit hypersphere $S^{\mathfrak{p}}(1) \subset V_{1}$, properties (P1)-(P4) above show that at $v \in S^{\mathfrak{p}}(1)$ one has

$$
T_{v} S^{\mathfrak{p}}(1)=\left\{\mathfrak{T}_{1}(v), \ldots, \mathfrak{T}_{\mathfrak{p}}(v)\right\}
$$

Hence, by the properties ( P 1$)-(\mathrm{P} 4), S^{\mathfrak{p}}(1)$ is parallelizable. Then, according to Bott and Milnor [1958] and Kervaire [1958], the dimension $\mathfrak{p}$ can only be equal to 1,3 or 7 .

From now on we will restrict ourselves to the complex projective case, that is, we will assume that $\epsilon=1$. From Proposition 4.9 we see that, in order to complete the proof of the Classification theorem, it is sufficient to deal with case $\left\{\mathfrak{C}_{m}\right\}_{2 \leq m \leq n-1}$ with either $k_{0}=1$ or $k_{0} \geq 2$ and $\mathfrak{p}=0,1,3,7$. In most cases the classification will reduce to a Calabi product of a point with a lower-dimensional Lagrangian submanifold with parallel second fundamental form, or a Calabi product of two lower-dimensional Lagrangian submanifolds with parallel second fundamental form. These are respectively constructed in the following way, see [Bolton et al. 2009; Castro et al. 2006; Hu et al. 2008; Li and Wang 2011; Rodriguez Montealegre and Vrancken 2009].
Definition 4.10 [Bolton et al. 2009]. Let $\psi_{i}:\left(M_{i}, g_{i}\right) \rightarrow \mathbb{C P}^{n_{i}}(4), i=1,2$, be two Lagrangian immersions and let $\tilde{\gamma}=\left(\tilde{\gamma}_{1}, \tilde{\gamma}_{2}\right): I \rightarrow \mathbb{S}^{3}(1) \subset \mathbb{C}^{2}$ be a Legendre curve. Then

$$
\psi=\Pi\left(\tilde{\gamma}_{1} \tilde{\psi}_{1} ; \tilde{\gamma}_{2} \tilde{\psi}_{2}\right): I \times M_{1} \times M_{2} \rightarrow \mathbb{C P}^{n}(4)
$$

is a Lagrangian immersion, where $n=n_{1}+n_{2}+1, \tilde{\psi}_{i}: M_{i} \rightarrow \mathbb{S}^{2 n_{i}+1}(1)$ are horizontal lifts of $\psi_{i}, i=1,2$, respectively and $\Pi$ is the Hopf fibration. We call $\psi$ a warped product Lagrangian immersion of $\psi_{1}$ and $\psi_{2}$. When $n_{1}$ (or $n_{2}$ ) is zero, we call $\psi$ a warped product Lagrangian immersion of $\psi_{2}$ (or $\psi_{1}$ ) and a point.
Definition 4.11 [Li and Wang 2011]. In Definition 4.10, when

$$
\tilde{\gamma}(t)=\left(r_{1} e^{i \frac{r_{2}}{r_{1}} a t}, r_{2} e^{-i \frac{r_{1}}{r_{2}} a t}\right)
$$

where $r_{1}, r_{2}$, and $a$ are positive constants with $r_{1}^{2}+r_{2}^{2}=1$, we call $\psi$ a Calabi product Lagrangian immersion of $\psi_{1}$ and $\psi_{2}$. When $n_{1}$ (or $n_{2}$ ) is zero, we call $\psi$ a Calabi product Lagrangian immersion of $\psi_{2}$ (or $\psi_{1}$ ) and a point.

Using the arguments of Bolton et al. [2009], Calabi products were characterized in Li and Wang [2011]. In particular we recall:

Theorem 4.12 [Li and Wang 2011, Theorem 1.6]. Let $\psi: M \rightarrow \mathbb{C P}^{n}(4)$ be a Lagrangian immersion. Suppose that $M$ admits orthogonal distributions $\mathscr{D}_{1}$ (of dimension 1 , spanned by a unit vector $E_{1}$ ) and $\mathscr{D}_{2}$ (of dimension $n-1$, spanned by $\left.\left\{E_{2}, \ldots, E_{n}\right\}\right)$, and that there exist local functions $\lambda_{1}, \lambda_{2}$ such that $\lambda_{1} \neq 2 \lambda_{2}$ and
(4-20) $\quad h\left(E_{1}, E_{1}\right)=\lambda_{1} J E_{1} \quad$ and $\quad h\left(E_{1}, E_{i}\right)=\lambda_{2} J E_{i} \quad$ for $i=2, \ldots, n$.
Then $M$ has parallel second fundamental form if and only if $\psi$ is locally a Calabi product Lagrangian immersion of a point and an $(n-1)$-dimensional Lagrangian immersion $\psi_{1}: M_{1} \rightarrow \mathbb{C P}^{n-1}(4)$ which has parallel second fundamental form.

Theorem 4.13 [Li and Wang 2011, Theorem 4.6]. Let $\psi: M \rightarrow \mathbb{C P}^{n}$ (4) be $a$ Lagrangian immersion. Suppose that $M$ admits three mutually orthogonal distributions $\mathscr{D}_{1}$ (spanned by a unit vector $E_{1}$ ), $\mathscr{D}_{2}$, and $\mathscr{D}_{3}$ of dimension $1, n_{1}$ and $n_{2}$ respectively, with $1+n_{1}+n_{2}=n$, and that there are three real constants $\lambda_{1}, \lambda_{2}$ and $\lambda_{3}$ that satisfy $2 \lambda_{3} \neq \lambda_{1} \neq 2 \lambda_{2} \neq 2 \lambda_{3}$ such that for all $E_{i} \in \mathscr{D}_{2}, E_{\alpha} \in \mathscr{D}_{3}$,

$$
\begin{array}{ll}
h\left(E_{1}, E_{1}\right)=\lambda_{1} J E_{1}, & h\left(E_{1}, E_{i}\right)=\lambda_{2} J E_{i},  \tag{4-21}\\
h\left(E_{1}, E_{\alpha}\right)=\lambda_{3} J E_{\alpha}, & h\left(E_{i}, E_{\alpha}\right)=0 .
\end{array}
$$

Then $M$ has parallel second fundamental form if and only if $\psi$ is locally a Calabi product Lagrangian immersion of two lower-dimensional Lagrangian submanifolds $\psi_{i}(i=1,2)$ with parallel second fundamental form.

## 5. Case $\left\{\mathfrak{C}_{m}\right\}_{2 \leq m \leq n-1}$ with $\boldsymbol{k}_{\mathbf{0}}=1$

In this section, we consider the case $\mathfrak{C}_{m}$ for $2 \leq m \leq n-1$ with $k_{0}=1$. In view of Proposition 4.9 this implies that $\operatorname{dim}(\operatorname{Im} L)=1$.

Theorem 5.1. Let $M \subset \mathbb{C P}^{n}(4)$ be a Lagrangian submanifold in a complex space form with constant holomorphic sectional curvature 4. Suppose that $M$ is not totally geodesic and has parallel second fundamental form, that $k_{0}=1$ and that $1 \leq \operatorname{dim} \mathscr{D}_{2}=m-1 \leq n-2$. Then $M$ is locally the Calabi product of two lowerdimensional Lagrangian submanifolds with parallel second fundamental form or the Calabi product of a point with a lower-dimensional Lagrangian submanifold with parallel second fundamental form.

Proof. In view of Lemma 4.2 and Lemma 4.6 we see that there exists a unit vector $w_{1} \in \operatorname{Im} L \subset \mathscr{D}_{3}$ such that

$$
\begin{equation*}
L\left(v_{1}, v_{2}\right)=\sqrt{\frac{\lambda_{1} \eta}{2}}\left\langle v_{1}, v_{2}\right\rangle w_{1}=: \rho\left\langle v_{1}, v_{2}\right\rangle w_{1} \tag{5-1}
\end{equation*}
$$

for all $v_{1}, v_{2} \in \mathscr{D}_{2}$.
By (4-8) we get

$$
\begin{equation*}
h\left(w_{1}, w_{1}\right)=\mu J e_{1}+(2 \rho+\mu \eta / \rho) J w_{1} . \tag{5-2}
\end{equation*}
$$

By (3-5) we get the operator $A_{J w_{1}}: \mathscr{D}_{2} \rightarrow \mathscr{D}_{2}$ is well defined and self adjoint. From the definition of $L$, we get for orthonormal vectors $\left\{v_{1}, \ldots, v_{m-1}\right\}$ belonging to $\mathscr{D}_{2}$ that
$h\left(e_{1}, v_{j}\right)=\frac{1}{2} \lambda_{1} J v_{j}, \quad h\left(w_{1}, v_{j}\right)=\rho J v_{j} \quad$ and $\quad h\left(v_{j}, v_{k}\right)=\left(\frac{1}{2} \lambda_{1} J e_{1}+\rho J w_{1}\right) \delta_{j k}$ for $1 \leq j, k \leq m-1$.

From $\operatorname{dim}(\operatorname{Im} L)=1$, we have $\mathscr{D}_{31}=\left\{w_{1}\right\}$. Denote $\tilde{n}=n-m-1$, then $\operatorname{dim}\left(\mathscr{D}_{32}\right)=\tilde{n}$. We choose $\left\{\tilde{w}_{1}, \ldots, \tilde{w}_{\tilde{n}}\right\}$ to be an orthonormal basis of $\mathscr{D}_{32}$. Then
by Lemma 3.4 and Lemma 3.5 we have

$$
\begin{equation*}
h\left(w_{1}, \tilde{w}_{r}\right)=\frac{\mu \eta}{\rho} J \tilde{w}_{r}, \quad 1 \leq r \leq \tilde{n} \tag{5-3}
\end{equation*}
$$

Now we define $T=\alpha e_{1}+\beta w_{1}$ and $T^{*}=-\beta e_{1}+\alpha w_{1}$, where

$$
\begin{equation*}
\alpha=\frac{\rho}{\sqrt{\rho^{2}+\eta^{2}}} \quad \text { and } \quad \beta=\frac{\eta}{\sqrt{\rho^{2}+\eta^{2}}} \tag{5-4}
\end{equation*}
$$

Then $\left\{T, T^{*}, v_{i \mid 1 \leq i \leq m-1}, \tilde{w}_{r \mid 1 \leq r \leq \tilde{n}}\right\}$ forms an orthonormal basis of $T_{p} M$. By (5-2), we easily obtain

$$
\begin{equation*}
h(T, T)=\eta_{1} J T, \quad h(T, u)=\eta_{2} J u \quad \text { and } \quad h\left(T, \tilde{w}_{r}\right)=\eta_{3} J \tilde{w}_{r} \tag{5-5}
\end{equation*}
$$

for $1 \leq r \leq \tilde{n}$, where $\eta_{1}, \eta_{2}$ and $\eta_{3}$ are defined by

$$
\begin{equation*}
\eta_{1}=\alpha\left(\frac{1}{2} \lambda_{1}+\eta\right)+\mu / \alpha, \quad \eta_{2}=\alpha\left(\frac{1}{2} \lambda_{1}+\eta\right) \quad \text { and } \quad \eta_{3}=\mu / \alpha \tag{5-6}
\end{equation*}
$$

which satisfy the relations $\eta_{2} \neq \eta_{3}, 2 \eta_{2} \neq \eta_{1} \neq 2 \eta_{3}$ and

$$
\begin{equation*}
\eta_{1}=\eta_{2}+\eta_{3} \quad \text { and } \quad \eta_{2} \eta_{3}=\mu\left(\eta+\frac{1}{2} \lambda_{1}\right)=-1 \tag{5-7}
\end{equation*}
$$

and $u \in\left\{T^{*}, v_{1}, \ldots, v_{m-1}\right\}$.
From (5-5), we have
(5-8) $\quad\left\{\begin{array}{rlrl}T\left(\eta_{1}\right) & =\langle(\nabla h)(T, T, T), J T\rangle, & & \\ u\left(\eta_{1}\right) & =\langle(\nabla h)(u, T, T), J T\rangle & & \text { for } u \in\left\{T^{*}, v_{1}, \ldots, v_{m-1}\right\}, \\ \tilde{w}_{r}\left(\eta_{1}\right)=\left\langle(\nabla h)\left(\tilde{w}_{r}, T, T\right), J T\right\rangle & & \text { for } 1 \leq r \leq \tilde{n},\end{array}\right.$
Since $M$ has parallel second fundamental form, (5-8) implies that $\eta_{1}$ is constant on $M$. By a similar argument, we can prove that $\eta_{2}$ and $\eta_{3}$ are also constant on $M$.

By the Gauss equation (2-2) and Equation (5-5), we have

$$
\begin{equation*}
R^{\perp}\left(u, \tilde{w}_{r}\right) h(T, T)=\eta_{1}\left(\eta_{3}-\eta_{2}\right) J A_{J u} \tilde{w}_{r} \tag{5-9}
\end{equation*}
$$

while on the other hand, from (2-4), we have

$$
\begin{equation*}
R^{\perp}\left(u, \tilde{w}_{r}\right) h(T, T)=2\left(\eta_{3}-\eta_{2}\right) h\left(T, A_{J u} \tilde{w}_{r}\right) \tag{5-10}
\end{equation*}
$$

Since $\eta_{3}-\eta_{2} \neq 0$, (5-9) and (5-10) imply that

$$
\begin{equation*}
h\left(T, A_{J u} \tilde{w}_{r}\right)=\frac{1}{2} \eta_{1} J A_{J u} \tilde{w}_{r}, \tag{5-11}
\end{equation*}
$$

so from (2-1), (5-5) and (5-11) we deduce that $h\left(u, \tilde{w}_{r}\right)=J A_{J u} \tilde{w}_{r}=0$.
Now we apply Theorem 4.13 (see also [Li and Wang 2011, Theorem 4.6]) or, if $\tilde{n}=0$, Theorem 4.12 (see also [ibid., Theorem 1.6]) - to conclude that $M$ is locally the Calabi product of two lower-dimensional Lagrangian submanifolds with
parallel second fundamental form or the Calabi product of a point with a lowerdimensional Lagrangian submanifold with parallel second fundamental form.

## 6. Case $\left\{\mathfrak{C}_{m}\right\}_{2 \leq m \leq n-1}$ with $k_{0} \geq 2$ and $\mathfrak{p}=0$

Theorem 6.1. Let $M \subset \mathbb{C P}^{n}(4)$ be a Lagrangian submanifold in a complex space form with constant holomorphic sectional curvature 4. Suppose that $M$ is not totally geodesic and that $M$ has parallel second fundamental form. Suppose also that $1 \leq \operatorname{dim} \mathscr{D}_{2}=m-1 \leq n-2$, and that $k_{0}$ and $\mathfrak{p}$ defined in Section 4 satisfy $k_{0} \geq 2$ and $\mathfrak{p}=0$. Then $n \geq \frac{1}{2} m(m+1)-1$. Moreover, if $n=\frac{1}{2} m(m+1)$, then $M$ is locally the Calabi product of a point with a lower-dimensional Lagrangian submanifold with parallel second fundamental form, and if $n \geq \frac{1}{2} m(m+1)+1$, then $M$ is locally the Calabi product of two lower-dimensional Lagrangian submanifolds with parallel second fundamental form.

For the proof we need some observations and a lemma. Suppose $M$ is not totally geodesic. In the present situation, the decomposition (4-6) reduces to $\mathscr{D}_{2}=$ $\left\{v_{1}\right\} \oplus \cdots \oplus\left\{v_{k_{0}}\right\}$. Then $\operatorname{dim} \mathscr{D}_{2}=k_{0}=m-1$ and $\left\{v_{1}, \ldots, v_{k_{0}}\right\}$ forms an orthonormal basis of $\mathscr{D}_{2}$.

According to Lemma 3.7 and the fact that for $j \neq l, v_{j} \in V_{v_{l}}(\tau)$, we have

$$
\begin{align*}
&\left\langle L\left(v_{j}, v_{l}\right), L\left(v_{j}, v_{l}\right)\right\rangle=\tau, \quad j \neq l  \tag{6-1}\\
&\left\langle L\left(v_{j}, v_{l_{1}}\right), L\left(v_{j}, v_{l_{2}}\right)\right\rangle=0,  \tag{6-2}\\
& j, l_{1}, l_{2} \text { distinct }  \tag{6-3}\\
&\left\langle L\left(v_{j_{1}}, v_{j_{2}}\right), L\left(v_{j_{3}}, v_{j_{4}}\right)\right\rangle=0, \\
& j_{1}, j_{2}, j_{3}, j_{4} \text { distinct. }
\end{align*}
$$

It follows that $\left\{\frac{1}{\sqrt{\tau}} L\left(v_{j}, v_{l}\right)\right\}_{1 \leq j<l \leq k_{0}}$ consists of $\frac{1}{2} k_{0}\left(k_{0}-1\right)=\frac{1}{2}(m-1)(m-2)$ orthonormal vectors. For $\left\{L\left(v_{j}, v_{j}\right)\right\}_{1 \leq j \leq k_{0}}$, we note that

$$
\begin{align*}
\left\langle L\left(v_{j}, v_{j}\right), L\left(v_{j}, v_{j}\right)\right\rangle & =\frac{1}{2} \lambda_{1} \eta, & & 1 \leq j \leq k_{0}  \tag{6-4}\\
\left\langle L\left(v_{j}, v_{j}\right), L\left(v_{l}, v_{l}\right)\right\rangle & =\frac{1}{2} \mu \eta, & & 1 \leq j \neq l \leq k_{0}  \tag{6-5}\\
\left\langle L\left(v_{j}, v_{j}\right), L\left(v_{j}, v_{l}\right)\right\rangle & =0, & & 1 \leq j \neq l \leq k_{0}  \tag{6-6}\\
\left\langle L\left(v_{j}, v_{j}\right), L\left(v_{l_{1}}, v_{l_{2}}\right)\right\rangle & =0, & & 1 \leq j, l_{1}, l_{2} \text { distinct and } \leq k_{0} \tag{6-7}
\end{align*}
$$

Then $\left\{L_{j}:=L\left(v_{1}, v_{1}\right)+\cdots+L\left(v_{j}, v_{j}\right)-j L\left(v_{j+1}, v_{j+1}\right) \mid 1 \leq j \leq k_{0}-1\right\}$ is a set of $k_{0}-1$ mutually orthogonal vectors which are all orthogonal to $L\left(v_{j}, v_{l}\right), j \neq l$. Moreover, we easily have $\left\langle L_{j}, L_{j}\right\rangle=2 j(j+1) \tau \neq 0$. Hence

$$
\begin{array}{ll}
w_{j}=\frac{1}{\sqrt{2 j(j+1) \tau}} L_{j}, & 1 \leq j \leq k_{0}-1=m-2  \tag{6-8}\\
w_{k l}=\frac{1}{\sqrt{\tau}} L\left(v_{k}, v_{l}\right), & 1 \leq k<l \leq k_{0}=m-1
\end{array}
$$

are $\frac{1}{2}(m-1)(m-2)+(m-2)$ orthonormal vectors in $\operatorname{Im}(L) \subset \mathscr{D}_{3}$.

Finally, it is easily known that $\operatorname{Tr} L=L\left(v_{1}, v_{1}\right)+\cdots+L\left(v_{k_{0}}, v_{k_{0}}\right)$ is orthogonal to the above $\frac{1}{2}(m-1)(m-2)+(m-2)$ vectors and satisfies

$$
\begin{equation*}
\langle\operatorname{Tr} L, \operatorname{Tr} L\rangle=\frac{1}{2} k_{0} \eta\left(\lambda_{1}+\left(k_{0}-1\right) \mu\right)=: \rho^{2} \tag{6-9}
\end{equation*}
$$

where $\rho \geq 0$. These results imply that

$$
\begin{align*}
n & =1+\operatorname{dim} \mathscr{D}_{2}+\operatorname{dim} \mathscr{D}_{3}  \tag{6-10}\\
& \geq 1+(m-1)+\frac{1}{2}(m-1)(m-2)+(m-2)=\frac{1}{2} m(m+1)-1 .
\end{align*}
$$

Lemma 6.2. We have that $\operatorname{Tr} L=0$ if and only if $n=\frac{1}{2} m(m+1)-1$.
Proof. Suppose $\operatorname{Tr} L=0$, we can first prove that $\mathscr{D}_{3}=\operatorname{Im}(L)$. If not, we can choose a vector $w \in \mathscr{D}_{3}$ which is orthogonal to $\operatorname{Im}(L)$, then by (3-7) we get

$$
0=h(\operatorname{Tr} L, w)=(m-1) \mu \eta J w
$$

hence we get $w=0$ which is a contraction. So we have

$$
n=1+\operatorname{dim} \mathscr{D}_{2}+\operatorname{dim} \mathscr{D}_{3}=1+(m-1)+\frac{1}{2}(m+1)(m-2)=\frac{1}{2} m(m+1)-1 .
$$

On the other hand, suppose that $n=\frac{1}{2} m(m+1)-1$. By Equation (6-10) we get $\operatorname{dim} \mathscr{D}_{3}=\frac{1}{2}(m-1)(m-2)+(m-2)$ hence $\operatorname{Tr} L=0$.

Proof of Theorem 6.1. We need to consider two cases:
(i) $n=\frac{1}{2} m(m+1)$.
(ii) $n \geq \frac{1}{2} m(m+1)+1$.

We define a unit vector $t=\frac{1}{\rho} \operatorname{Tr} L$.
In case (i), the previous results and particularly (6-9) show that

$$
\left\{t, w_{k l \mid 1 \leq k<l \leq m-1}, w_{j \mid 1 \leq j \leq m-2}\right\}
$$

is an orthonormal basis of $\operatorname{Im}(L)=\mathscr{D}_{3}$. By direct calculations with application of Lemma 3.6, Lemma 4.8 and (6-1)-(6-8), we have:

Lemma 6.3. Under the above assumptions, we have

$$
\begin{gather*}
h\left(t, e_{1}\right)=\mu J t, \quad h(t, u)=\frac{\rho}{k_{0}} J u, \quad h(t, w)=\frac{2 \rho}{k_{0}} J w, \\
h(t, t)=\mu J e_{1}+\left(\frac{2 \rho}{k_{0}}+\frac{k_{0} \mu \eta}{\rho}\right) J t \tag{6-11}
\end{gather*}
$$

where $u=v_{i}$ for $1 \leq i \leq k_{0}=m-1$, and $w$ stands for either $w_{j}$ or $w_{k l}$, with $1 \leq j \leq k_{0}-1=m-2$ and $1 \leq k<l \leq k_{0}=m-1$.

Put $T=\alpha e_{1}+\beta t$ and $T^{*}=-\beta e_{1}+\alpha t$, where

$$
\begin{equation*}
\alpha=\frac{\rho}{\sqrt{\rho^{2}+k_{0}^{2} \eta^{2}}} \quad \text { and } \quad \beta=\frac{k_{0} \eta}{\sqrt{\rho^{2}+k_{0}^{2} \eta^{2}}} \tag{6-12}
\end{equation*}
$$

Then $\left\{T, T^{*}, v_{i \mid 1 \leq i \leq m-1}, w_{j \mid 1 \leq j \leq m-2}, w_{k l \mid 1 \leq k<l \leq m-1}\right\}$ is an orthonormal basis of $T_{p} M$. By Lemma 6.3 we easily obtain:

Lemma 6.4. Under the above assumptions, we have

$$
\begin{equation*}
h(T, T)=\eta_{1} J T \quad \text { and } \quad h(T, u)=\eta_{2} J u, \tag{6-13}
\end{equation*}
$$

where $\eta_{1}$ and $\eta_{2}$ are defined by

$$
\begin{equation*}
\eta_{1}=\alpha\left(\frac{1}{2} \lambda_{1}+\eta\right)+\mu / \alpha \quad \text { and } \quad \eta_{2}=\alpha\left(\frac{1}{2} \lambda_{1}+\eta\right) \tag{6-14}
\end{equation*}
$$

which satisfy the relation

$$
\begin{equation*}
\eta_{1} \eta_{2}-\eta_{2}^{2}=\mu\left(\frac{1}{2} \lambda_{1}+\eta\right)=-1, \tag{6-15}
\end{equation*}
$$

where $u$ stands for one of $T^{*}, v_{i}, w_{j}, w_{k l}$ and $1 \leq i, k, l \leq m-1,1 \leq j \leq m-2$.
We note that $\eta_{1} \neq 2 \eta_{2}$. Otherwise, by definition we have $\mu / \alpha=\alpha\left(\frac{1}{2} \lambda_{1}+\eta\right)$, then by using the definition of $\alpha, \rho$ and the fact that $\eta \neq 0$ for case $\left\{\mathfrak{C}_{m}\right\}$ we get

$$
\lambda_{1}+2 \eta=\lambda_{1}+\sqrt{\lambda_{1}^{2}+4}=0
$$

which cannot happen.
Based on the conclusions of Lemma 6.4, we can apply Theorem 4.12 (see also Theorem 1.6 in [ Li and Wang 2011]) to conclude that in case (i) $M$ is locally the Calabi product of a point with a lower-dimensional Lagrangian submanifold with parallel second fundamental form.

In case (ii), we proceed in the same way. We still have that

$$
\left\{t, w_{k l \mid 1 \leq k<l \leq m-1}, w_{j \mid 1 \leq j \leq m-2}\right\}
$$

is an orthonormal basis of $\operatorname{Im}(L)$. But now we no longer have that $\operatorname{Im}(L)$ coincides with $\mathscr{D}_{3}$. Denote $\tilde{n}=n-\frac{1}{2} m(m+1)$ and choose $\tilde{w}_{1}, \ldots, \tilde{w}_{\tilde{n}}$ in the orthogonal complement of $\operatorname{Im}(L)$ in $\mathscr{D}_{3}$ such that

$$
\left\{t, w_{k l \mid 1 \leq k<l \leq m-1}, w_{j \mid 1 \leq j \leq m-2}, \tilde{w}_{r \mid 1 \leq r \leq \tilde{n}}\right\}
$$

is an orthonormal basis of $\mathscr{D}_{3}$. Then, besides (6-11), we further use (3-7) to get

$$
\begin{equation*}
h\left(t, \tilde{w}_{r}\right)=\frac{k_{0} \mu \eta}{\rho} J \tilde{w}_{r}, \quad 1 \leq r \leq \tilde{n} . \tag{6-16}
\end{equation*}
$$

Now we define $T$ and $T^{*}$ as in case (i). Similarly to Lemma 6.4, we can easily show:

Lemma 6.5. For case (ii), we have

$$
\begin{equation*}
h(T, T)=\eta_{1} J T, \quad h(T, u)=\eta_{2} J u \quad \text { and } \quad h\left(T, \tilde{w}_{r}\right)=\eta_{3} J \tilde{w}_{r}, \tag{6-17}
\end{equation*}
$$

for $1 \leq r \leq \tilde{n}$. Here $\eta_{1}$ and $\eta_{2}$ are defined by (6-14) and $\eta_{3}=\mu / \alpha$. These satisfy the relations $\eta_{2} \neq \eta_{3}, 2 \eta_{2} \neq \eta_{1} \neq 2 \eta_{3}$,

$$
\begin{equation*}
\eta_{1}=\eta_{2}+\eta_{3} \quad \text { and } \quad \eta_{2} \eta_{3}=\mu\left(\eta+\frac{1}{2} \lambda_{1}\right)=-1 \tag{6-18}
\end{equation*}
$$

where $u$ is one of $T^{*}, v_{i}, w_{j}, w_{k l}$ and $1 \leq i, k, l \leq m-1,1 \leq j \leq m-2$.
Based on the conclusions of Lemma 6.5, after a similar argument as in the proof of Theorem 5.1, we can apply Theorem 4.13 (see also [Li and Wang 2011, Theorem 4.6]) to conclude that in case (ii) $M$ is locally the Calabi product of two lower-dimensional Lagrangian submanifolds with parallel second fundamental form. This completes the proof of Theorem 6.1.

## 7. Case $\left\{\mathfrak{C}_{m}\right\}_{2 \leq m \leq n-1}$ with $k_{0} \geq 2$ and $\mathfrak{p}=1$

Theorem 7.1. Let $M \subset \mathbb{C P}^{n}(4)$ be a Lagrangian submanifold in a complex space form with constant holomorphic sectional curvature 4. Suppose that $M$ is not totally geodesic and has parallel second fundamental form. Suppose also that $1 \leq \operatorname{dim} \mathscr{D}_{2}=m-1 \leq n-2$, and $k_{0}$ and $\mathfrak{p}$ defined in Section 4 satisfy $k_{0} \geq 2$ and $\mathfrak{p}=1$. Then $n \geq \frac{1}{4}(m+1)^{2}-1$. Moreover, if $n=\frac{1}{4}(m+1)^{2}$, then $M$ is locally the Calabi product of a point with a lower-dimensional Lagrangian submanifold with parallel second fundamental form, and if $n \geq \frac{1}{4}(m+1)^{2}+1$, then $M$ is locally the Calabi product of two lower-dimensional Lagrangian submanifolds with parallel second fundamental form.
Lemma 7.2. Suppose $\operatorname{dim} \mathscr{D}_{2}=m-1 \geq 1, k_{0} \geq 2$ and $\mathfrak{p}=1$. Then from the decomposition (4-6) there exist unit vectors $u_{j} \in V_{v_{j}}(0), 1 \leq j \leq k_{0}=\frac{1}{2}(m-1)$, such that the orthonormal basis $\left\{v_{1}, u_{1}, \ldots, v_{k_{0}}, u_{k_{0}}\right\}$ of $\mathscr{D}_{2}$ satisfies the relations

$$
\begin{equation*}
L\left(v_{j}, u_{l}\right)=-L\left(u_{j}, v_{l}\right) \quad \text { and } \quad L\left(v_{j}, v_{l}\right)=L\left(u_{j}, u_{l}\right) \tag{7-1}
\end{equation*}
$$

for $1 \leq j, l \leq k_{0}$.
Proof. We have the decomposition (4-6) with $\operatorname{dim} V_{v_{j}}(0)=1,1 \leq j \leq k_{0}$. Let $V_{v_{2}}(0)=\left\{u_{2}\right\}$, here $u_{2}$ is a unit vector.

According to Lemma 4.7, for each $j \neq 2$, we have a unique unit vector $u_{j}$ in $V_{v_{j}}(0)$ satisfying

$$
\begin{equation*}
L\left(v_{j},-u_{2}\right)=L\left(u_{j}, v_{2}\right) \quad \text { and } \quad L\left(u_{j}, u_{2}\right)=L\left(v_{j}, v_{2}\right) \tag{7-2}
\end{equation*}
$$

for $1 \leq j \leq k_{0}, j \neq 2$. The lemma now follows from the following claim.
Claim 7.3. $L\left(v_{j}, u_{l}\right)=-L\left(u_{j}, v_{l}\right)$ and $L\left(v_{j}, v_{l}\right)=L\left(u_{j}, u_{l}\right)$ for $1 \leq j, l \leq k_{0}$, $j, l \neq 2$.

Proof. For $j=l$, the fact that $u_{j} \in V_{v_{j}}(0)$ implies $L\left(v_{j}, u_{j}\right)=0$. It follows that $L\left(u_{j}, u_{j}\right)=L\left(v_{j}, v_{j}\right)$.

Next, for $k_{0} \geq 3$, we fix $j, l \neq 2$ such that $j \neq l$. By Lemma 4.7, there exists a unique unit vector in $V_{v_{j}}(0)$, denoted $u_{j}(l)$, such that

$$
\begin{equation*}
L\left(v_{j}, u_{l}\right)=-L\left(u_{j}(l), v_{l}\right) \tag{7-3}
\end{equation*}
$$

Since both unit vectors $u_{j}$ and $u_{j}(l)$ are in $V_{v_{j}}(0)$ and $\operatorname{dim} V_{v_{j}}(0)=1$, we have $u_{j}(l)=\epsilon u_{j}$ with $\epsilon= \pm 1$, which implies that $u_{j}(l)-\epsilon u_{j}=0$ and

$$
\begin{equation*}
L\left(v_{j}, u_{l}\right)=-\epsilon L\left(u_{j}, v_{l}\right) \quad \text { and } \quad L\left(v_{j}, v_{l}\right)=\epsilon L\left(u_{j}, u_{l}\right) \tag{7-4}
\end{equation*}
$$

By using (7-2) and Lemma 4.8, we find that

$$
\begin{aligned}
& h\left(L\left(u_{j}, u_{l}\right), L\left(v_{2}, u_{j}\right)\right)=\tau J L\left(u_{l}, v_{2}\right)=-\tau J L\left(v_{l}, u_{2}\right) \quad \text { and } \\
& h\left(L\left(v_{j}, v_{l}\right), L\left(v_{2}, u_{j}\right)\right)=h\left(L\left(v_{j}, v_{l}\right),-L\left(v_{j}, u_{2}\right)\right)=-\tau J L\left(v_{l}, u_{2}\right)
\end{aligned}
$$

which imply

$$
\begin{equation*}
0=h\left(L\left(v_{j}, v_{l}\right)-\epsilon L\left(u_{j}, u_{l}\right), L\left(v_{2}, u_{j}\right)\right)=-\tau(1-\epsilon) J L\left(v_{l}, u_{2}\right) \tag{7-5}
\end{equation*}
$$

Combining equations (7-4) and (7-5) we get $\epsilon=1$, which completes the proof of the claim.

Remark 7.4. For $\mathfrak{p}=1$ we have $\operatorname{dim} \mathscr{D}_{2}=2 k_{0}$. Denote

$$
V_{j}=\left\{v_{j}\right\} \oplus V_{v_{j}}(0)=\left\{v_{j}\right\} \oplus\left\{u_{j}\right\}, \quad 1 \leq j \leq k_{0}
$$

For each $1 \leq j \leq k_{0}$, we define a linear map $J_{0}: V_{j} \rightarrow V_{j}$ by setting

$$
J_{0} v_{j}=u_{j} \quad \text { and } \quad J_{0} u_{j}=-v_{j}
$$

Then $J_{0}: \mathscr{D}_{2} \rightarrow \mathscr{D}_{2}$ is an almost complex structure and Lemma 7.2 shows that it satisfies the relations

$$
\begin{equation*}
L\left(J_{0} u, v\right)=-L\left(u, J_{0} v\right) \quad \text { and } \quad L\left(J_{0} u, J_{0} v\right)=L(u, v) \tag{7-6}
\end{equation*}
$$

for all $u, v \in \mathscr{D}_{2}$.
Let $\left\{v_{1}, u_{1}, \ldots, v_{k_{0}}, u_{k_{0}}\right\}$ be the orthonormal basis of $\mathscr{D}_{2}$ from Lemma 7.2. Combining Lemma 4.4 with the fact that $u_{j}, v_{j} \in V_{v_{l}}(\tau)=V_{u_{l}}(\tau)$ for $j \neq l$, we have

$$
\begin{equation*}
\left\langle L\left(v_{j}, u_{l}\right), L\left(v_{j}, u_{l}\right)\right\rangle=\left\langle L\left(v_{j}, v_{l}\right), L\left(v_{j}, v_{l}\right)\right\rangle=\tau \tag{7-7}
\end{equation*}
$$

for $j \neq l$. Next we get

$$
\begin{align*}
\left\langle L\left(u_{j}, v_{l_{1}}\right), L\left(u_{j}, v_{l_{2}}\right)\right\rangle & =\left\langle L\left(v_{j}, u_{l_{1}}\right), L\left(v_{j}, u_{l_{2}}\right)\right\rangle  \tag{7-8}\\
& =\left\langle L\left(v_{j}, v_{l_{1}}\right), L\left(v_{j}, v_{l_{2}}\right)\right\rangle=0
\end{align*}
$$

for $j, l_{1}, l_{2}$ distinct. Then

$$
\begin{array}{ll}
\left\langle L\left(v_{j_{1}}, v_{j_{2}}\right), L\left(v_{j_{3}}, v_{j_{4}}\right)\right\rangle=0, & j_{1}, j_{2}, j_{3}, j_{4} \text { distinct }, \\
\left\langle L\left(v_{j}, v_{l}\right), L\left(v_{j_{1}}, u_{l_{1}}\right)\right\rangle=0, & j \neq l \text { and } j_{1} \neq l_{1} . \tag{7-10}
\end{array}
$$

Thus

$$
\left\{\frac{1}{\sqrt{\tau}} L\left(v_{j}, v_{l}\right)\right\}_{1 \leq j<l \leq k_{0}} \cup\left\{\frac{1}{\sqrt{\tau}} L\left(v_{j}, u_{l}\right)\right\}_{1 \leq j<l \leq k_{0}}
$$

consists of $k_{0}\left(k_{0}-1\right)=\frac{1}{4}(m-1)(m-3)$ orthonormal vectors. For the subset $\left\{L\left(v_{j}, v_{j}\right)=L\left(u_{j}, u_{j}\right)\right\}_{1 \leq j \leq k_{0}}$, we note that

$$
\begin{align*}
& \left\langle L\left(v_{j}, v_{j}\right), L\left(v_{j}, v_{j}\right)\right\rangle=\lambda_{1} \eta / 2  \tag{7-11}\\
& \left\langle L\left(v_{j}, v_{j}\right), L\left(v_{l}, v_{l}\right)\right\rangle=\mu \eta / 2  \tag{7-12}\\
& \left\langle L\left(v_{j}, v_{j}\right), L\left(v_{j}, v_{l}\right)\right\rangle=\left\langle L\left(v_{j}, v_{j}\right), L\left(v_{j}, u_{l}\right)\right\rangle=0  \tag{7-13}\\
& \left\langle L\left(v_{j}, v_{j}\right), L\left(v_{l_{1}}, v_{l_{2}}\right)\right\rangle=\left\langle L\left(v_{j}, v_{j}\right), L\left(v_{l_{1}}, u_{l_{2}}\right)\right\rangle=0 \tag{7-14}
\end{align*}
$$

where $1 \leq j \neq l \leq k_{0}$ and $1 \leq j, l_{1}, l_{2}$ distinct $\leq k_{0}$.
As in the previous section, we see that

$$
\left\{L_{j}:=L\left(v_{1}, v_{1}\right)+\cdots+L\left(v_{j}, v_{j}\right)-j L\left(v_{j+1}, v_{j+1}\right) \mid 1 \leq j \leq k_{0}-1\right\}
$$

are $k_{0}-1=\frac{1}{2}(m-3)$ mutually orthogonal vectors which are orthogonal to all $L\left(v_{j}, v_{l}\right)$ and $L\left(v_{j}, u_{l}\right), j \neq l$. We also easily have $\left\langle L_{j}, L_{j}\right\rangle=2 j(j+1) \tau \neq 0$. Hence

$$
\begin{cases}w_{j}=\frac{1}{\sqrt{2 j(j+1) \tau}} L_{j}, & 1 \leq j \leq k_{0}-1=\frac{1}{2}(m-3)  \tag{7-15}\\ w_{k l}=\frac{1}{\sqrt{\tau}} L\left(v_{k}, v_{l}\right), & 1 \leq k<l \leq k_{0}=\frac{1}{2}(m-1) \\ w_{k l}^{\prime}=\frac{1}{\sqrt{\tau}} L\left(v_{k}, u_{l}\right), & 1 \leq k<l \leq k_{0}=\frac{1}{2}(m-1)\end{cases}
$$

are $\frac{1}{4}(m+1)(m-3)$ orthonormal vectors in $\operatorname{Im}(L) \subset \mathscr{D}_{3}$.
Finally, it is easily verified that $\frac{1}{2} \operatorname{Tr} L=L\left(v_{1}, v_{1}\right)+\cdots+L\left(v_{k_{0}}, v_{k_{0}}\right)$ is orthogonal to the above $(m+1)(m-3) / 4$ vectors and satisfies

$$
\begin{equation*}
\frac{1}{4}\langle\operatorname{Tr} L, \operatorname{Tr} L\rangle=\frac{1}{2} k_{0} \eta\left(\lambda_{1}+\left(k_{0}-1\right) \mu\right)=: \rho^{2}, \quad \rho \geq 0 \tag{7-16}
\end{equation*}
$$

Similarly as in the previous section we get that
Lemma 7.5. We have $\operatorname{Tr} L=0$ if and only if $n=\frac{1}{4}(m+1)^{2}-1$.
Proof of Theorem 7.1. We define a unit vector $t=\frac{1}{2 \rho} \operatorname{Tr} L$. Again we need to consider two cases.
(i) $n=\frac{1}{4}(m+1)^{2}$. The previous results show that the set $\left\{t, w_{k l}, w_{k l}^{\prime}, w_{j}\right\}$, where we have $1 \leq k<l \leq \frac{1}{2}(m-1)$ and $1 \leq j \leq \frac{1}{2}(m-3)$, is an orthonormal basis of $\operatorname{Im}(L)=\mathscr{D}_{3}$. By direct calculations applying Lemma 3.6, Lemma 4.8 and (7-7)-(7-14) we obtain again the expressions of (6-11) for $u=v_{i}, u_{i}$ and $w=w_{j}, w_{k l}, w_{k l}^{\prime}$ with $1 \leq i, k, l \leq \frac{1}{2}(m-1)$ and $1 \leq j \leq \frac{1}{2}(m-3)$. Proceeding then in the same way as before, we can again apply Theorem 4.12 (see also [Li and Wang 2011, Theorem 1.6]) to conclude that in this case, $M$ is locally the Calabi product of a point with a lower-dimensional Lagrangian submanifold with parallel second fundamental form.
(ii) $n \geq \frac{1}{4}(m+1)^{2}+1$. Here we see that $\left\{t, w_{k l}, w_{k l}^{\prime}, w_{j}\right\}$, where $j, k, l$ are as before, is still an orthonormal basis of $\operatorname{Im}(L)$. But now $\operatorname{Im}(L) \varsubsetneqq \mathscr{D}_{3}$. Introduce the notation

$$
\tilde{n}=n-\frac{1}{4}(m+1)^{2} \geq 1
$$

and choose $w_{1}^{\prime}, \ldots, w_{\tilde{n}}^{\prime}$ in the orthogonal complement of $\operatorname{Im}(L)$ in $\mathscr{D}_{3}$, such that

$$
\left\{t, w_{k l}, w_{k l}^{\prime}, w_{j}, w_{r}^{\prime}\right\}
$$

where $j, k, l$ are as before and $1 \leq r \leq \tilde{n}$, is an orthonormal basis of $\mathscr{D}_{3}$. Then (3-7) gives that

$$
\begin{equation*}
h\left(t, w_{r}^{\prime}\right)=\frac{k_{0} \mu \eta}{2 \rho} J w_{r}^{\prime}, \quad 1 \leq r \leq \tilde{n} \tag{7-17}
\end{equation*}
$$

and we can again proceed exactly as in the previous section to conclude that in this case, $M$ is locally the Calabi product of two lower-dimensional Lagrangian submanifolds with parallel second fundamental form.

## 8. Case $\mathfrak{C}_{m}(2 \leq m \leq n-1)$ with $k_{0} \geq 2$ and $\mathfrak{p}=3$

Theorem 8.1. Let $M \subset \mathbb{C P}^{n}(4)$ be a Lagrangian submanifold in a complex space form with constant holomorphic sectional curvature 4. Suppose that $M$ is not totally geodesic and that it has parallel second fundamental form. Suppose also that $1 \leq \operatorname{dim} \mathscr{D}_{2}=m-1 \leq n-2$, and $k_{0}$ and $\mathfrak{p}$ defined in Section 4 satisfy $k_{0} \geq 2$ and $\mathfrak{p}=3$. Then $n \geq \frac{1}{8}(m-1)(m+5)$. If $n=\frac{1}{8}(m-1)(m+5)+1$, then $M$ is locally the Calabi product of a point with a lower-dimensional Lagrangian submanifold with parallel second fundamental form, and if $n \geq \frac{1}{8}(m-1)(m+5)+2$, then $M$ is locally the Calabi product of two lower-dimensional Lagrangian submanifolds with parallel second fundamental form.

Lemma 8.2. Suppose $\operatorname{dim} \mathscr{D}_{2}=m-1 \geq 1, k_{0} \geq 2$ and $\mathfrak{p}=3$. Then from the decomposition (4-6) there exist unit orthogonal vectors

$$
x_{j}, y_{j}, z_{j} \in V_{v_{j}}(0), \quad 1 \leq j \leq k_{0}=\frac{1}{4}(m-1)
$$

such that the orthonormal basis $\left\{v_{1}, x_{1}, y_{1}, z_{1}, \ldots, v_{k_{0}}, x_{k_{0}}, y_{k_{0}}, z_{k_{0}}\right\}$ of $\mathscr{D}_{2}$ satisfies

$$
\begin{align*}
& L\left(x_{j}, x_{l}\right)=L\left(y_{j}, y_{l}\right)=L\left(z_{j}, z_{l}\right)=L\left(v_{j}, v_{l}\right) \\
& L\left(v_{j}, x_{l}\right)=-L\left(x_{j}, v_{l}\right)=-L\left(y_{j}, z_{l}\right)=L\left(y_{l}, z_{j}\right)  \tag{8-1}\\
& L\left(v_{j}, y_{l}\right)=-L\left(y_{j}, v_{l}\right)=-L\left(z_{j}, x_{l}\right)=L\left(x_{j}, z_{l}\right) \\
& L\left(v_{j}, z_{l}\right)=-L\left(z_{j}, v_{l}\right)=-L\left(x_{j}, y_{l}\right)=L\left(x_{l}, y_{j}\right)
\end{align*}
$$

for all $1 \leq j, l \leq k_{0}$.
Proof. We use the decomposition (4-6) with $\operatorname{dim} V_{v_{j}}(0)=3$ for $1 \leq j \leq k_{0}$.
Denote $V_{j}=\left\{v_{j}\right\} \oplus V_{v_{j}}(0)$. First we choose arbitrary orthonormal vectors $x_{1}, y_{1} \in V_{v_{1}}(0)$, next by using Lemma 4.6 and Lemma 4.7 we can first find unit vectors $x_{j}, y_{j} \in V_{v_{j}}(0), j \geq 2$ such that

$$
\begin{array}{ll}
L\left(x_{j}, x_{1}\right)=L\left(y_{j}, y_{1}\right)=L\left(v_{j}, v_{1}\right), & L\left(v_{j}, x_{1}\right)=-L\left(x_{j}, v_{1}\right) \\
L\left(v_{j}, y_{1}\right)=-L\left(y_{j}, v_{1}\right), & L\left(x_{1}, y_{j}\right)=-L\left(x_{j}, y_{1}\right) \tag{8-2}
\end{array}
$$

Next we choose $z_{j}, z_{1}^{j}$ such that $L\left(v_{j}, z_{1}^{j}\right)=-L\left(z_{j}, v_{1}\right)=-L\left(x_{j}, y_{1}\right)$. By using the Cauchy-Schwarz inequality, we have

$$
\begin{align*}
& L\left(x_{j}, x_{1}\right)=L\left(y_{j}, y_{1}\right)=L\left(z_{j}, z_{1}^{j}\right)=L\left(v_{j}, v_{1}\right) \\
& L\left(v_{j}, x_{1}\right)=-L\left(x_{j}, v_{1}\right)=-L\left(y_{j}, z_{1}^{j}\right)=L\left(y_{1}, z_{j}\right)  \tag{8-3}\\
& L\left(v_{j}, y_{1}\right)=-L\left(y_{j}, v_{1}\right)=-L\left(z_{j}, x_{1}\right)=L\left(x_{j}, z_{1}^{j}\right) \\
& L\left(v_{j}, z_{1}^{j}\right)=-L\left(z_{j}, v_{1}\right)=-L\left(x_{j}, y_{1}\right)=L\left(x_{1}, y_{j}\right)
\end{align*}
$$

Claim 8.3. For all $j \geq 2$, the families $\left\{x_{1}, y_{1}, z_{1}^{j}\right\}$ and $\left\{x_{j}, y_{j}, z_{j}\right\}$ of (8-3) are orthonormal bases of $V_{v_{1}}(0)$ and $V_{v_{j}}(0)$, respectively.
Proof of claim. In fact, from (8-3) we have

$$
\begin{aligned}
& \tau\left\langle z_{1}^{j}, x_{1}\right\rangle=\left\langle L\left(v_{j}, z_{1}^{j}\right), L\left(v_{j}, x_{1}\right)\right\rangle=\left\langle L\left(x_{j},-y_{1}\right), L\left(x_{j},-v_{1}\right)\right\rangle=\tau\left\langle y_{1}, v_{1}\right\rangle=0, \\
& \tau\left\langle z_{1}^{j}, y_{1}\right\rangle=\left\langle L\left(v_{j}, z_{1}^{j}\right), L\left(v_{j}, y_{1}\right)\right\rangle=\left\langle L\left(y_{j},-x_{1}\right), L\left(y_{j},-v_{1}\right)\right\rangle=\tau\left\langle x_{1}, v_{1}\right\rangle=0,
\end{aligned}
$$

hence we get $\left\{x_{1}, y_{1}, z_{1}^{j}\right\}$ is an orthonormal basis of $V_{v_{1}}(0)$.
For $j \geq 2$, from (8-3) we have

$$
\tau\left\langle x_{j}, y_{j}\right\rangle=\left\langle L\left(v_{1}, x_{j}\right), L\left(v_{1}, y_{j}\right)\right\rangle=\left\langle L\left(v_{j},-x_{1}\right), L\left(v_{j},-y_{1}\right)\right\rangle=\tau\left\langle x_{1}, y_{1}\right\rangle=0
$$

similarly, we get $\left\langle x_{j}, z_{j}\right\rangle=\left\langle x_{1}, z_{1}^{j}\right\rangle=0$ and $\left\langle y_{j}, z_{j}\right\rangle=\left\langle y_{1}, z_{1}^{j}\right\rangle=0$. This completes the proof.
Claim 8.4. The vectors $z_{1}^{j}$ and $z_{1}^{l}$ of (8-3) are equal for all $2 \leq j, l \leq k_{0}$. If we denote this common value by $z_{1}$, then (8-1) holds.

Proof of claim. By Claim 8.3, we know that for $j \neq l, j, l \geq 2$ we have $z_{1}^{j}=\varepsilon_{j l} z_{1}^{l}$ with $\varepsilon_{j l}= \pm 1$. From Lemma 4.8 and (8-3) we get

$$
\begin{align*}
\varepsilon_{j l} \tau J L\left(v_{j}, v_{l}\right) & =h\left(L\left(v_{j}, z_{1}^{j}\right), L\left(v_{l}, z_{1}^{l}\right)\right)  \tag{8-4}\\
& =h\left(L\left(x_{j}, y_{1}\right), L\left(x_{l}, y_{1}\right)\right)=\tau J L\left(x_{j}, x_{l}\right)
\end{align*}
$$

Similarly, we get

$$
\begin{align*}
& \varepsilon_{j l} L\left(v_{j}, v_{l}\right)=L\left(y_{j}, y_{l}\right)=L\left(z_{j}, z_{l}\right) \\
& \varepsilon_{j l} L\left(x_{j}, x_{l}\right)=L\left(y_{j}, y_{l}\right)=L\left(z_{j}, z_{l}\right)=L\left(v_{j}, v_{l}\right) \tag{8-5}
\end{align*}
$$

From (8-4) and (8-5) we get $\varepsilon_{j l}=1$ and

$$
\begin{equation*}
L\left(v_{j}, v_{l}\right)=L\left(x_{j}, x_{l}\right)=L\left(y_{j}, y_{l}\right)=L\left(z_{j}, z_{l}\right), \quad j \neq l, j, l \geq 2 \tag{8-6}
\end{equation*}
$$

Let $z_{1}=z_{1}^{2}=\cdots=z_{1}^{k_{0}}$, then by (8-3) and Lemma 4.8 we have

$$
\begin{align*}
\tau J L\left(x_{j}, y_{l}\right) & =h\left(L\left(y_{1}, x_{j}\right), L\left(y_{1}, y_{l}\right)\right)  \tag{8-7}\\
& =h\left(L\left(v_{1}, z_{j}\right), L\left(v_{1}, v_{l}\right)\right)=\tau J L\left(z_{j}, v_{l}\right)
\end{align*}
$$

From (8-6) and (8-7), and by using Lemma 4.6 and Lemma 4.7 we get that (8-1) holds.

Combining the above claims completes the proof of the lemma.
Remark 8.5. Having fixed the orthonormal basis of $\mathscr{D}_{2}$ satisfying (8-1), we can now define three almost complex structures $J_{1}, J_{2}, J_{3}: \mathscr{D}_{2} \rightarrow \mathscr{D}_{2}$ such that for all $1 \leq j \leq k_{0}$,

$$
\begin{array}{lll}
J_{1} v_{j}=x_{j}, & J_{2} v_{j}=y_{j}, & J_{3} v_{j}=z_{j}  \tag{8-8}\\
J_{1} x_{j}=-v_{j}, & J_{2} y_{j}=-v_{j}, & J_{3} z_{j}=-v_{j}
\end{array}
$$

and furthermore $J_{1}, J_{2}$ and $J_{3}$ satisfy

$$
\begin{equation*}
J_{1} \circ J_{1}=J_{2} \circ J_{2}=J_{3} \circ J_{3}=-\mathrm{id} \quad \text { and } \quad J_{1} J_{2}=-J_{2} J_{1}=J_{3} \tag{8-9}
\end{equation*}
$$

Then we define a quaternionic structure $\left\{J_{1}, J_{2}, J_{3}\right\}$ on $\mathscr{D}_{2}$. It is important to remark that (8-1) is equivalent to the relations

$$
\begin{equation*}
L\left(J_{s} u, v\right)=-L\left(u, J_{s} v\right) \quad \text { and } \quad L\left(J_{s} u, J_{s} v\right)=L(u, v) \tag{8-10}
\end{equation*}
$$

for all $s=1,2,3$ and $u, v \in \mathscr{D}_{2}$.
We have $m-1=4 k_{0}$ and $k_{0} \geq 2$. Let $\left\{v_{1}, x_{1}, y_{1}, z_{1}, \ldots, v_{k_{0}}, x_{k_{0}}, y_{k_{0}}, z_{k_{0}}\right\}$ be an orthonormal basis of $\mathscr{D}_{2}$ as constructed in Lemma 8.2. Applying Lemma 4.4 and the fact that for $j \neq l, v_{j}, x_{j}, y_{j}, z_{j} \in V_{v_{l}}(\tau)=V_{x_{l}}(\tau)=V_{y_{l}}(\tau)=V_{z_{l}}(\tau)$, we easily show that
(8-11)

$$
\begin{aligned}
\left\langle L\left(v_{j}, x_{l}\right), L\left(v_{j}, x_{l}\right)\right\rangle & =\left\langle L\left(v_{j}, y_{l}\right), L\left(v_{j}, y_{l}\right)\right\rangle \\
& =\left\langle L\left(v_{j}, z_{l}\right), L\left(v_{j}, z_{l}\right)\right\rangle=\left\langle L\left(v_{j}, v_{l}\right), L\left(v_{j}, v_{l}\right)\right\rangle=\tau
\end{aligned}
$$

for $j \neq l$. We also get

$$
\begin{align*}
\left\langle L\left(x_{j}, v_{l_{1}}\right), L\left(x_{j}, v_{l_{2}}\right)\right\rangle & =\left\langle L\left(v_{j}, x_{l_{1}}\right), L\left(v_{j}, x_{l_{2}}\right)\right\rangle=\left\langle L\left(y_{j}, v_{l_{1}}\right), L\left(y_{j}, v_{l_{2}}\right)\right\rangle  \tag{8-12}\\
& =\left\langle L\left(v_{j}, y_{l_{1}}\right), L\left(v_{j}, y_{l_{2}}\right)\right\rangle=\left\langle L\left(z_{j}, v_{l_{1}}\right), L\left(z_{j}, v_{l_{2}}\right)\right\rangle \\
& =\left\langle L\left(v_{j}, z_{l_{1}}\right), L\left(v_{j}, z_{l_{2}}\right)\right\rangle=\left\langle L\left(v_{j}, v_{l_{1}}\right), L\left(v_{j}, v_{l_{2}}\right)\right\rangle \\
& =0
\end{align*}
$$

for $j, l_{1}, l_{2}$ distinct. Next we get
$(8-13)\left\langle L\left(v_{j_{1}}, v_{j_{2}}\right), L\left(v_{j_{3}}, v_{j_{4}}\right)\right\rangle=\left\langle L\left(v_{j_{1}}, x_{j_{2}}\right), L\left(v_{j_{3}}, x_{j_{4}}\right)\right\rangle=\left\langle L\left(v_{j_{1}}, y_{j_{2}}\right), L\left(v_{j_{3}}, y_{j_{4}}\right)\right\rangle$

$$
=\left\langle L\left(v_{j_{1}}, z_{j_{2}}\right), L\left(v_{j_{3}}, z_{j_{4}}\right)\right\rangle=0
$$

for $j_{1}, j_{2}, j_{3}, j_{4}$ distinct, and then

$$
\begin{align*}
\left\langle L\left(v_{j}, v_{l}\right), L\left(v_{j_{1}}, x_{l_{1}}\right)\right\rangle & =\left\langle L\left(v_{j}, v_{l}\right), L\left(v_{j_{1}}, y_{l_{1}}\right)\right\rangle  \tag{8-14}\\
& =\left\langle L\left(v_{j}, v_{l}\right), L\left(v_{j_{1}}, z_{l_{1}}\right)\right\rangle=0
\end{align*}
$$

for $j \neq l$ and $j_{1} \neq l_{1}$.
For $\left\{L\left(v_{j}, v_{j}\right)=L\left(x_{j}, x_{j}\right)=L\left(y_{j}, y_{j}\right)=L\left(z_{j}, z_{j}\right)\right\}_{1 \leq j \leq k_{0}}$, we note that

$$
\begin{align*}
& \left\langle L\left(v_{j}, v_{j}\right), L\left(v_{j}, v_{j}\right)\right\rangle=\frac{1}{2} \lambda_{1} \eta  \tag{8-15}\\
& \left\langle L\left(v_{j}, v_{j}\right), L\left(v_{l}, v_{l}\right)\right\rangle=\frac{n+1}{4(n-i)} \lambda_{1}^{2}-2 \tau=\frac{1}{2} \mu \eta  \tag{8-16}\\
& \left\langle L\left(v_{j}, v_{j}\right), L\left(v_{j}, v_{l}\right)\right\rangle=\left\langle L\left(v_{j}, v_{j}\right), L\left(v_{j}, u_{l}\right)\right\rangle=0  \tag{8-17}\\
& \left\langle L\left(v_{j}, v_{j}\right), L\left(v_{l_{1}}, v_{l_{2}}\right)\right\rangle=\left\langle L\left(v_{j}, v_{j}\right), L\left(v_{l_{1}}, u_{l_{2}}\right)\right\rangle=0 \tag{8-18}
\end{align*}
$$

for $1 \leq j, l, l_{1}, l_{2} \leq k_{0}$ distinct. Similarly to the previous section, we deduce that

$$
\left\{L_{j}:=L\left(v_{1}, v_{1}\right)+\cdots+L\left(v_{j}, v_{j}\right)-j L\left(v_{j+1}, v_{j+1}\right) \mid 1 \leq j \leq k_{0}-1\right\}
$$

are $k_{0}-1=\frac{1}{4}(m-5)$ mutually orthogonal vectors which are orthogonal to all of the vectors $L\left(v_{j}, v_{l}\right), L\left(v_{j}, x_{l}\right), L\left(v_{j}, y_{l}\right)$, and $L\left(v_{j}, z_{l}\right)$, where $j \neq l$. Also, we have $\left\langle L_{j}, L_{j}\right\rangle=2 j(j+1) \tau \neq 0$. Hence the vectors

$$
\begin{gathered}
w_{j}=\frac{1}{\sqrt{2 j(j+1) \tau}} L_{j}, \quad w_{k l}=\frac{1}{\sqrt{\tau}} L\left(v_{k}, v_{l}\right) \\
w_{k l}^{1}=\frac{1}{\sqrt{\tau}} L\left(v_{k}, x_{l}\right), \quad w_{k l}^{2}=\frac{1}{\sqrt{\tau}} L\left(v_{k}, y_{l}\right), \quad w_{k l}^{3}=\frac{1}{\sqrt{\tau}} L\left(v_{k}, z_{l}\right),
\end{gathered}
$$

where $1 \leq j \leq k_{0}=\frac{1}{4}(m-1)$ and $1 \leq k<l \leq k_{0}$, comprise $2 k_{0}\left(k_{0}-1\right)+k_{0}-1=$ $\frac{1}{8}(m+1)(m-5)$ orthonormal vectors in $\operatorname{Im}(L) \subset \mathscr{D}_{3}$.

Finally, from Lemma 8.2, (8-15) and (8-16) it is easily known that the vector

$$
\operatorname{Tr} L=4\left(L\left(v_{1}, v_{1}\right)+\cdots+L\left(v_{k_{0}}, v_{k_{0}}\right)\right)
$$

is orthogonal to the above $\frac{1}{8}(m+1)(m-5)$ vectors and satisfies

$$
\begin{equation*}
\frac{1}{16}\langle\operatorname{Tr} L, \operatorname{Tr} L\rangle=\frac{1}{2} k_{0} \eta\left(\lambda_{1}+\left(k_{0}-1\right) \mu\right)=: \rho^{2}, \quad \rho \geq 0 \tag{8-19}
\end{equation*}
$$

The above results imply that

$$
n=1+\operatorname{dim} \mathscr{D}_{2}+\operatorname{dim} \mathscr{D}_{3} \geq 1+(m-1)+\frac{1}{8}(m+1)(m-5)=\frac{1}{8}(m-1)(m+5)
$$

Lemma 8.6. We have $\operatorname{Tr} L=0$ if and only if $n=\frac{1}{8}(m-1)(m+5)$.
Proof of Theorem 8.1. We need to consider two cases:
(i) $n=\frac{1}{8}(m-1)(m+5)+1$.
(ii) $n \geq \frac{1}{8}(m-1)(m+5)+2$.

In case (i), we have that

$$
\left\{t,\left.w_{j}\right|_{1 \leq j \leq(i-5) / 4}, w_{k l}, w_{k l}^{1}, w_{k l}^{2},\left.w_{k l}^{3}\right|_{1 \leq k<l \leq(i-1) / 4}\right\}
$$

is an orthonormal basis of $\operatorname{Im}(L)=\mathscr{D}_{3}$. In case (ii), in order to have an orthonormal basis we still need to add an orthonormal basis of $\mathscr{D}_{32}$.

As in the previous sections, we get that (6-13) in case (i) and (6-17) in case (ii) are satisfied. Consequently we deduce that in case (i), $M$ is locally the Calabi product of a point with a lower-dimensional Lagrangian submanifold with parallel second fundamental form, and in case (ii), we deduce that $M$ is locally the Calabi product of two lower-dimensional Lagrangian submanifolds with parallel second fundamental form. This completes the proof.

## 9. Case $\left\{\mathfrak{C}_{m}\right\}_{2 \leq m \leq n-1}$ with $k_{0} \geq 2$ and $\mathfrak{p}=7$

Theorem 9.1. Let $M \subset \mathbb{C P}^{n}(4)$ be a Lagrangian submanifold in a complex space form with constant holomorphic sectional curvature 4. Suppose that $M$ is not totally geodesic and has parallel second fundamental form. Suppose also that $1 \leq \operatorname{dim} \mathscr{D}_{2}=m-1 \leq n-2$ and $k_{0}$ and $\mathfrak{p}$ defined in Section 4 satisfy $k_{0} \geq 2$ and $\mathfrak{p}=7$. Then $k_{0}=2$ and $m=17$, which implies that $n \geq 26$. Moreover, if $n=27$ we have that $M$ is locally the Calabi product of a point with a lower-dimensional Lagrangian submanifold with parallel second fundamental form, and if $n \geq 28$, then $M$ is locally the Calabi product of two lower-dimensional Lagrangian submanifolds with parallel second fundamental form.

Lemma 9.2. Suppose $\operatorname{dim} \mathscr{D}_{2}=m-1 \geq 1, k_{0} \geq 2$ and $\mathfrak{p}=7$. Then from the decomposition (4-6), if $k_{0} \geq 2$, we can choose an orthonormal basis $\left\{x_{j}\right\}_{1 \leq j \leq 7}$
for $V_{v_{1}}(0)$ and an orthonormal basis $\left\{y_{j}\right\}_{1 \leq j \leq 7}$ for $V_{v_{2}}(0)$ so that by identifying $e_{j}\left(v_{1}\right)=x_{j}$ and $e_{j}\left(v_{2}\right)=y_{j}$, we have the relations

$$
\begin{equation*}
L\left(e_{j}\left(v_{1}\right), e_{l}\left(v_{2}\right)\right)=-L\left(v_{1}, e_{j} e_{l}\left(v_{2}\right)\right)=-L\left(e_{l} e_{j}\left(v_{1}\right), v_{2}\right) \tag{9-1}
\end{equation*}
$$

for $1 \leq j, l \leq 7$, where the product is defined by the following multiplication table:

$$
\begin{array}{rrrrrrrr}
\cdot & e_{1} & e_{2} & e_{3} & e_{4} & e_{5} & e_{6} & e_{7} \\
e_{1} & -\mathrm{id} & e_{3} & -e_{2} & e_{5} & -e_{4} & -e_{7} & e_{6} \\
e_{2} & -e_{3} & -\mathrm{id} & e_{1} & e_{6} & e_{7} & -e_{4} & -e_{5} \\
e_{3} & e_{2} & -e_{1} & -\mathrm{id} & e_{7} & -e_{6} & e_{5} & -e_{4} \\
e_{4} & -e_{5} & -e_{6} & -e_{7} & -\mathrm{id} & e_{1} & e_{2} & e_{3} \\
e_{5} & e_{4} & -e_{7} & e_{6} & -e_{1} & -\mathrm{id} & -e_{3} & e_{2} \\
e_{6} & e_{7} & e_{4} & -e_{5} & -e_{2} & e_{3} & -\mathrm{id} & -e_{1} \\
e_{7} & -e_{6} & e_{5} & e_{4} & -e_{3} & -e_{2} & e_{1} & -\mathrm{id}
\end{array}
$$

Proof. Let $k_{0} \geq 2$ and suppose we have the decomposition (4-6) with $\operatorname{dim} V_{v_{j}}(0)=7$ $\left(1 \leq j \leq k_{0}\right)$.

Denote $V_{j}=\left\{v_{j}\right\} \oplus V_{v_{j}}(0)$. First we choose arbitrary orthonormal vectors $x_{1}, x_{2} \in V_{v_{1}}(0)$. Next we can use Lemma 4.6 and Lemma 4.7 to consecutively find unit vectors $y_{1}, y_{2} \in V_{v_{2}}(0), x_{3} \in V_{v_{1}}(0)$ and $y_{3} \in V_{v_{2}}(0)$ satisfying

$$
\begin{array}{ll}
L\left(y_{1}, v_{1}\right)=-L\left(x_{1}, v_{2}\right), & L\left(y_{2}, v_{1}\right)=-L\left(x_{2}, v_{2}\right) \\
L\left(y_{1}, x_{2}\right)=-L\left(v_{2}, x_{3}\right), & L\left(y_{3}, v_{1}\right)=-L\left(x_{3}, v_{2}\right) \tag{9-3}
\end{array}
$$

Now we pick an arbitrary unit vector $x_{4} \in V_{v_{1}}(0)$ so that it is orthogonal to all $x_{1}, x_{2}$ and $x_{3}$. Then we can take unit vectors $x_{5}, x_{6}, x_{7} \in V_{v_{1}}(0)$ and unit vectors $y_{4}, y_{5}, y_{6}, y_{7} \in V_{v_{2}}(0)$ inductively such that the following hold:
(9-4) $L\left(x_{4}, y_{1}\right)=-L\left(y_{4}, x_{1}\right)=-L\left(v_{2}, x_{5}\right)=L\left(v_{1}, y_{5}\right)$,
(9-5) $L\left(x_{4}, y_{2}\right)=-L\left(v_{2}, x_{6}\right)=L\left(v_{1}, y_{6}\right), \quad L\left(x_{4}, y_{3}\right)=-L\left(v_{2}, x_{7}\right)=L\left(v_{1}, y_{7}\right)$.
From the previous equations, together with the isotropy conditions and the Cauchy-Schwarz inequality, it immediately follows that $L\left(x_{i}, y_{i}\right)=L\left(v_{1}, v_{2}\right)$, for $i=1, \ldots 7$. Applying once more the same properties it also follows that $L\left(x_{i}, y_{j}\right)=-L\left(x_{j}, y_{i}\right)$ and $L\left(x_{i}, v_{2}\right)=-L\left(y_{i}, v_{1}\right)$.

From (9-3) and (9-4) it additionally follows that

$$
\begin{array}{ll}
L\left(y_{1}, x_{3}\right)=L\left(x_{2}, v_{2}\right), & L\left(x_{4}, v_{2}\right)=L\left(x_{5}, y_{1}\right), \\
L\left(x_{4}, y_{5}\right)=-L\left(v_{1}, y_{1}\right), & L\left(x_{4}, v_{2}\right)=L\left(x_{6}, y_{2}\right), \\
L\left(x_{4}, y_{6}\right)=-L\left(v_{1}, y_{2}\right), & L\left(x_{4}, v_{2}\right)=L\left(x_{7}, y_{3}\right), \\
L\left(x_{4}, y_{7}\right)=-L\left(v_{1}, y_{3}\right) . &
\end{array}
$$

Hence $L\left(x_{4}, v_{2}\right)=L\left(x_{5}, y_{1}\right)=L\left(x_{6}, y_{2}\right)=L\left(x_{7}, y_{3}\right)$. Repeating now the same procedure on the newly found identities shows that $L$ has the desired form.

Finally note that the fact that $\left\{v_{1}, x_{1}, \ldots, x_{7}\right\}$ and $\left\{v_{2}, y_{1}, \ldots, y_{7}\right\}$ are orthonormal can be seen as follows. First, we have

$$
\tau\left\langle x_{1}, x_{3}\right\rangle=\left\langle L\left(v_{2}, x_{3}\right), L\left(v_{2}, x_{1}\right)\right\rangle=\left\langle L\left(x_{1}, y_{2}\right), L\left(v_{2}, x_{1}\right)\right\rangle=\tau\left\langle v_{2}, y_{2}\right\rangle=0
$$

The other equations are obtained similarly.
Lemma 9.3. Suppose $\operatorname{dim} \mathscr{D}_{2}=m-1 \geq 1$ and $\mathfrak{p}=7$. If $k_{0} \geq 2$ in the decomposition (4-6), then in fact $k_{0}=2$.

Proof. Suppose on the contrary that $k_{0} \geq 3$. To choose a basis for $V_{v_{3}}(0)$, we follow the same ideas as in Lemma 9.2 for $V_{v_{1}}(0)$ and $V_{v_{2}}(0)$. Let $x_{1}, x_{2}, x_{3}$ be given as in Lemma 9.2, then we have unique unit vectors $z_{1}, z_{2} \in V_{v_{3}}(0)$ and $\tilde{x}_{3} \in V_{v_{1}}(0)$ that satisfy
$L\left(z_{1}, v_{1}\right)=-L\left(x_{1}, v_{3}\right), \quad L\left(z_{2}, v_{1}\right)=-L\left(x_{2}, v_{3}\right) \quad$ and $\quad L\left(z_{1}, x_{2}\right)=-L\left(v_{3}, \tilde{x}_{3}\right)$.
Now we pick an arbitrary unit vector $x_{4} \in V_{v_{1}}(0)$ so that it is orthogonal to $x_{1}, x_{2}, x_{3}$ and $\tilde{x}_{3}$. Then we can choose unit vectors $\tilde{x}_{5}, \tilde{x}_{6}, \tilde{x}_{7} \in V_{v_{1}}(0)$ and vectors $z_{3}, z_{4}, z_{5}, z_{6}, z_{7} \in V_{v_{3}}(0)$ inductively by the following conditions:

$$
\begin{aligned}
& L\left(z_{3}, v_{1}\right)=-L\left(\tilde{x}_{3}, v_{3}\right) \\
& L\left(x_{4}, z_{2}\right)=-L\left(v_{3}, \tilde{x}_{6}\right)=L\left(v_{1}, z_{6}\right) \\
& L\left(x_{4}, z_{3}\right)=-L\left(v_{3}, \tilde{x}_{7}\right)=L\left(v_{1}, z_{7}\right) \\
& L\left(x_{4}, z_{1}\right)=-L\left(z_{4}, x_{1}\right)=-L\left(v_{3}, \tilde{x}_{5}\right)=L\left(v_{1}, z_{5}\right)
\end{aligned}
$$

Then, similarly to the proof of Lemma 9.2, we get that $\left\{z_{1}, z_{2}, z_{3}, z_{4}, z_{5}, z_{6}, z_{7}\right\}$ forms an orthonormal basis of $V_{v_{3}}(0)$ together with the relations between inner products of $L$ :
$(9-6) \quad L\left(e_{j}\left(v_{1}\right), e_{l}\left(v_{3}\right)\right)=-L\left(v_{1}, e_{j} e_{l}\left(v_{3}\right)\right)=-L\left(e_{l} e_{j}\left(v_{1}\right), v_{3}\right), \quad 1 \leq j, l \leq 7$,
where $e_{j} e_{l}$ denotes a product defined by the multiplication table in Lemma 9.2.
We have two orthonormal bases of $V_{v_{1}}(0)$, namely $\left\{x_{1}, x_{2}, x_{3}, x_{4}, x_{5}, x_{6}, x_{7}\right\}$ and $\left\{x_{1}, x_{2}, \tilde{x}_{3}, x_{4}, \tilde{x}_{5}, \tilde{x}_{6}, \tilde{x}_{7}\right\}$. We first show that $\tilde{x}_{i}=x_{i}$ for $i=3,5,6,7$ :

By Lemma 4.8 and the relations between the inner products of $L$, we get

$$
\tau L\left(y_{1}, z_{1}\right)=h\left(L\left(y_{1}, x_{2}\right), L\left(z_{1}, x_{2}\right)\right)=h\left(L\left(v_{1}, y_{3}\right), L\left(v_{1}, z_{3}\right)\right)=\tau L\left(y_{3}, z_{3}\right)
$$

Similarly, we get $L\left(v_{2}, v_{3}\right)=L\left(y_{j}, z_{j}\right)$ for $j=1, \ldots, 7$.
Since $\left\{x_{1}, x_{2}, x_{3}, x_{4}, x_{5}, x_{6}, x_{7}\right\}$ and $\left\{x_{1}, x_{2}, \tilde{x}_{3}, x_{4}, \tilde{x}_{5}, \tilde{x}_{6}, \tilde{x}_{7}\right\}$ are two orthonormal bases for $V_{v_{1}}(0)$, we may assume that $x_{3}=b_{3} \tilde{x}_{3}+b_{5} \tilde{x}_{5}+b_{6} \tilde{x}_{6}+b_{7} \tilde{x}_{7}$. Then
by Lemma 4.8 and the relations between the inner products of $L$, we get

$$
\begin{aligned}
\tau L\left(y_{2}, z_{2}\right)= & h\left(L\left(v_{1}, y_{2}\right), L\left(v_{1}, z_{2}\right)\right) \\
= & -h\left(L\left(x_{3}, y_{1}\right), L\left(v_{1}, z_{2}\right)\right) \\
= & b_{3} h\left(L\left(\tilde{x}_{3}, y_{1}\right), L\left(\tilde{x}_{3}, z_{1}\right)\right)+b_{5} h\left(L\left(\tilde{x}_{5}, y_{1}\right), L\left(\tilde{x}_{5}, z_{7}\right)\right) \\
& \quad-b_{6} h\left(L\left(\tilde{x}_{6}, y_{1}\right), L\left(\tilde{x}_{6}, z_{4}\right)\right)-b_{7} h\left(L\left(\tilde{x}_{7}, y_{1}\right), L\left(\tilde{x}_{7}, z_{5}\right)\right) \\
= & b_{3} \tau L\left(y_{1}, z_{1}\right)+b_{5} \tau L\left(y_{1}, z_{7}\right)-b_{6} \tau L\left(y_{1}, z_{4}\right)-b_{7} \tau L\left(y_{1}, z_{5}\right) .
\end{aligned}
$$

By the relations between the inner products of $L$, we get $L\left(y_{1}, z_{1}\right)=L\left(y_{2}, z_{2}\right)$, and that $L\left(y_{1}, z_{4}\right), L\left(y_{1}, z_{5}\right)$ and $L\left(y_{1}, z_{7}\right)$ are orthogonal to each other. Hence we get $b_{3}=1, b_{5}=b_{6}=b_{7}=0$ and $x_{3}=\tilde{x}_{3}$. By a similar argument, we can prove that $\tilde{x}_{i}=x_{i}$ for $i=5,6,7$.

In order to complete the proof of Lemma 9.3, we will first use (9-1) and (9-6) to show that we have also similar relations between the spaces $V_{2}=\left\{v_{2}\right\} \oplus V_{v_{2}}(0)$ and $V_{3}=\left\{v_{3}\right\} \oplus V_{v_{3}}(0)$, that is,
(9-7) $L\left(e_{j}\left(v_{2}\right), e_{l}\left(v_{3}\right)\right)=-L\left(v_{2}, e_{j} e_{l}\left(v_{3}\right)\right)=-L\left(e_{l} e_{j}\left(v_{2}\right), v_{3}\right), \quad 1 \leq j, l \leq 7$,
where $e_{j} e_{l}$ denotes a product defined by the multiplication table in Lemma 9.2.
For $j=l$, by Lemma 4.8, (9-1) and (9-6) we have

$$
\begin{aligned}
\tau J L\left(e_{j}\left(v_{2}\right), e_{j}\left(v_{3}\right)\right) & =h\left(L\left(e_{j}\left(v_{2}\right), e_{k}\left(v_{1}\right)\right), L\left(e_{j}\left(v_{3}\right), e_{k}\left(v_{1}\right)\right)\right) \\
& =h\left(-L\left(e_{j} e_{k}\left(v_{1}\right), v_{2}\right),-L\left(e_{j} e_{k}\left(v_{1}\right), v_{3}\right)\right)=\tau J L\left(v_{2}, v_{3}\right)
\end{aligned}
$$

For $j \neq l$, from the table in Lemma 9.2 we have that there exists a unique $k$ such that $e_{l} e_{j}=\epsilon e_{k}, e_{j} e_{k}=\epsilon e_{l}, e_{k} e_{l}=\epsilon e_{j}$, where $\epsilon$ is 1 or -1 . Then by Lemma 4.8, (9-1) and (9-6) we have

$$
\begin{aligned}
\tau J L\left(e_{j}\left(v_{2}\right), e_{l}\left(v_{3}\right)\right) & =h\left(L\left(e_{j}\left(v_{2}\right), v_{1}\right), L\left(e_{l}\left(v_{3}\right), v_{1}\right)\right) \\
& =h\left(L\left(-\epsilon e_{l} e_{k}\left(v_{2}\right), v_{1}\right), L\left(e_{l}\left(v_{3}\right), v_{1}\right)\right) \\
& =\epsilon h\left(L\left(e_{l}\left(v_{1}\right), e_{k}\left(v_{2}\right)\right),-L\left(e_{l}\left(v_{1}\right), v_{3}\right)\right) \\
& =-\epsilon \tau J L\left(e_{k}\left(v_{2}\right), v_{3}\right)=-\tau L\left(e_{l} e_{j}\left(v_{2}\right), v_{3}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
\tau J L\left(v_{2}, e_{j} e_{l}\left(v_{3}\right)\right) & =h\left(L\left(v_{2}, e_{k}\left(v_{1}\right)\right), L\left(e_{j} e_{l}\left(v_{3}\right), e_{k}\left(v_{1}\right)\right)\right) \\
& \left.=h\left(L\left(v_{2}, \epsilon e_{l} e_{j}\left(v_{1}\right)\right), L\left(-\epsilon e_{k}\left(v_{3}\right), e_{k}\left(v_{1}\right)\right)\right)\right) \\
& \left.=h\left(L\left(v_{1},-\epsilon e_{l} e_{j}\left(v_{2}\right)\right), L\left(-\epsilon v_{3}, v_{1}\right)\right)\right)=\tau J L\left(e_{l} e_{j}\left(v_{2}\right), v_{3}\right)
\end{aligned}
$$

From (9-1), (9-6), (9-7) and Lemma 4.8 we have

$$
\begin{equation*}
h\left(L\left(v_{1}, y_{6}\right)+L\left(x_{1}, y_{7}\right), L\left(x_{2}, v_{3}\right)\right)=0 \tag{9-8}
\end{equation*}
$$

On the other hand, we have

$$
\begin{aligned}
& h\left(L\left(v_{1}, y_{6}\right), L\left(x_{2}, v_{3}\right)\right)=h\left(L\left(v_{1}, y_{6}\right),-L\left(v_{1}, z_{2}\right)\right)=-\tau J L\left(y_{6}, z_{2}\right) \\
& h\left(L\left(x_{1}, y_{7}\right), L\left(x_{2}, v_{3}\right)\right)=h\left(L\left(x_{1}, y_{7}\right),-L\left(x_{1}, z_{3}\right)\right)=-\tau J L\left(y_{7}, z_{3}\right) .
\end{aligned}
$$

These together with (9-8) give that

$$
\begin{equation*}
L\left(y_{6}, z_{2}\right)+L\left(y_{7}, z_{3}\right)=0 \tag{9-9}
\end{equation*}
$$

From (9-7) we have $L\left(y_{6}, z_{2}\right)=L\left(y_{7}, z_{3}\right)$. We also have that

$$
\left\langle L\left(y_{6}, z_{2}\right), L\left(y_{6}, z_{2}\right)\right\rangle=\tau,
$$

so we get a contradiction with (9-9). This completes the proof.
Proof of Theorem 9.1. By Lemma 9.3, we have $k_{0}=2, m=8 k_{0}+1=17$ and $\operatorname{dim} \mathscr{D}_{2}=m-1=16$.

Let $\left\{v_{1}, v_{2}, x_{j}, y_{j} \mid 1 \leq j \leq 7\right\}$ be the orthonormal basis of $\mathscr{D}_{2}$ as constructed in Lemma 9.2, whose elements satisfy (9-1). Define $L_{1}=L\left(v_{1}, v_{1}\right)-L\left(v_{2}, v_{2}\right)$, then direct calculation shows that

$$
\begin{equation*}
\left\langle L_{1}, L_{1}\right\rangle=4 \tau \neq 0 \tag{9-10}
\end{equation*}
$$

We now easily see that the nine vectors

$$
w_{0}=\frac{1}{2 \sqrt{\tau}} L_{1}, \quad w_{1}=\frac{1}{\sqrt{\tau}} L\left(v_{1}, v_{2}\right) \quad \text { and } \quad w_{j+1}=\frac{1}{\sqrt{\tau}} L\left(v_{1}, y_{j}\right), \quad 1 \leq j \leq 7
$$

in $\operatorname{Im}(L) \subset \mathscr{D}_{3}$ are orthonormal one to another.
Note that $\operatorname{Tr} L=8\left(L\left(v_{1}, v_{1}\right)+L\left(v_{2}, v_{2}\right)\right)$ is orthogonal to the above nine vectors. Using (3-3) and (3-4), the vector $\operatorname{Tr} L$ obviously satisfies

$$
\frac{1}{64}\langle\operatorname{Tr} L, \operatorname{Tr} L\rangle=\frac{1}{2} k_{0} \eta\left(\lambda_{1}+\left(k_{0}-1\right) \mu\right)=\eta\left(\lambda_{1}+\mu\right)=: \rho^{2}, \quad \rho \geq 0 .
$$

Then we have the conclusion

$$
n=1+\operatorname{dim} \mathscr{D}_{2}+\operatorname{dim} \mathscr{D}_{3} \geq 1+16+9=26
$$

and as proved in previous sections we see that $n=26$ if and only if $\operatorname{Tr} L=0$.
When $n=27$ or $n \geq 28$, we can still define a unit vector $t=\frac{1}{8 \rho} \operatorname{Tr} L$. As before we get the same expressions as in Lemma 6.3, 6.4 and 6.5 which allows us to conclude that $M$ is locally the Calabi product of a point with a lower-dimensional Lagrangian submanifold with parallel second fundamental form, or the Calabi product of two lower-dimensional Lagrangian submanifolds with parallel second fundamental form.

## 10. The remaining cases

In this section we will complete the proof of the classification theorem. Let $k=$ $k_{0}+1$, we will show that if $M$ is neither totally geodesic nor can be decomposed as a Calabi product then one of the following applies:
(i) $n=\frac{1}{2} k(k+1)-1, k \geq 3$, and $M$ is congruent with $\mathrm{SU}(k) / \mathrm{SO}(k)$.
(ii) $n=k^{2}-1, k \geq 3$, and $M$ is congruent with $\mathrm{SU}(k)$.
(iii) $n=2 k^{2}-k-1, k \geq 3$, and $M$ is congruent with $\mathrm{SU}(2 k) / \operatorname{Sp}(k)$.
(iv) $n=26$ and $M$ is congruent with $\mathrm{E}_{6} / \mathrm{F}_{4}$.

From Naitoh [1981b; 1983a; 1983b] we see that there indeed exist parallel immersions of the above spaces of the previously mentioned dimensions into the complex projective space.

From the previous remaining sections, each of the resulting cases corresponds to one of the cases $\mathfrak{p}=0,1,3,7$ with $\mathscr{D}_{32}=\{0\}$ (from Lemma 6.2, Lemma 7.5, Lemma 8.6 and the arguments in Section 9) and $\operatorname{Tr} L$ vanishing. Note that in each of the above cases, the vanishing of $\operatorname{Tr} L$ allows to determine $\lambda_{1}$ explicitly. We also have in each of the cases a basis and we can compute the components of the second fundamental form from Lemmas 3.2, 3.4 and 4.8. For example in the case of $\mathfrak{p}=0$, this basis is spanned by

$$
\left\{e_{1}, v_{1}, \ldots, v_{k_{0}},\left.L\left(v_{j}, v_{j}\right)\right|_{1 \leq j \leq k_{0}-1}, L\left(v_{j}, v_{k}\right) \mid 1 \leq j<k \leq k_{0}\right\}
$$

As $M$ is parallel we can extend this basis using parallel translation thus obtaining the same expression of the second fundamental form at every point. Applying then the lemma of Cartan, as the previously mentioned spaces are also parallel and therefore must admit a similar basis, shows that $M$ is isometric with one of the previously mentioned spaces. Finally applying the uniqueness result for Lagrangian immersions shows also that the immersion of $M$ is congruent to one of Naitoh's examples.
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# ULTRA-DISCRETIZATION OF THE $D_{4}^{(3)}$-GEOMETRIC CRYSTAL TO THE $G_{2}^{(1)}$-PERFECT CRYSTALS 


#### Abstract

Mana Igarashi, Kailash C. Misra and Toshiki Nakashima Let $\mathfrak{g}$ be an affine Lie algebra and $\mathfrak{g}^{L}$ its Langlands dual. It was conjectured by Kashiwara, Nakashima, and Okado that $\mathfrak{g}$ has a positive geometric crystal whose ultra-discretization is isomorphic to the limit of certain coherent family of perfect crystals for $\mathfrak{g}^{L}$. We prove that the ultradiscretization of the positive geometric crystal for $\mathfrak{g}=D_{4}^{(3)}$ given by Igarashi and Nakashima is isomorphic to the limit of the coherent family of perfect crystals for $\mathfrak{g}^{L}=G_{2}^{(1)}$ constructed by Misra, Mohamad, and Okado.


## 1. Introduction

Let $A=\left(a_{i j}\right)_{i, j \in I}$, where $I=\{0,1, \ldots, n\}$, be an affine Cartan matrix and let ( $A,\left\{\alpha_{i}\right\}_{i \in I},\left\{\alpha_{i}^{\vee}\right\}_{i \in I}$ ) be a given Cartan datum. Let $\mathfrak{g}=\mathfrak{g}(A)$ denote the associated affine Lie algebra [Kac 1990] and $U_{q}(\mathfrak{g})$ denote the corresponding quantum affine algebra. Let $P=\mathbb{Z} \Lambda_{0} \oplus \mathbb{Z} \Lambda_{1} \oplus \cdots \oplus \mathbb{Z} \Lambda_{n} \oplus \mathbb{Z} \delta$ denote the affine weight lattice and $P^{\vee}=\mathbb{Z} \alpha_{0}^{\vee} \oplus \mathbb{Z} \alpha_{1}^{\vee} \oplus \cdots \oplus \mathbb{Z} \alpha_{n}^{\vee} \oplus \mathbb{Z} d$ the dual affine weight lattice. For a dominant weight $\lambda \in P^{+}=\left\{\mu \in P \mid \mu\left(h_{i}\right) \geq 0\right.$ for all $\left.i \in I\right\}$ of level $l=\lambda(\mathbf{c})$ (where $\mathbf{c}$ is the canonical central element), Kashiwara [1990] defined the crystal base $(L(\lambda), B(\lambda))$ for the integrable highest weight $U_{q}(\mathfrak{g})$-module $V(\lambda)$. The crystal $B(\lambda)$ is the $q=0$ limit of the canonical basis [Lusztig 1990] or the global crystal basis [Kashiwara 1991]. It has many interesting combinatorial properties. To give an explicit realization of $B(\lambda)$, the notions of affine crystal and perfect crystal were introduced in [Kang et al. 1992a]. It is shown there that the affine crystal $B(\lambda)$ for the level $l \in \mathbb{Z}_{>0}$ integrable highest weight $U_{q}(\mathfrak{g})$-module $V(\lambda)$ can be realized as the semi-infinite tensor product $\cdots \otimes B_{l} \otimes B_{l} \otimes B_{l}$, where $B_{l}$ is a perfect crystal of level $l$. This is known as the path realization.
Kang et al. [1994] remarked that one needs a coherent family of perfect crystals $\left\{B_{l}\right\}_{l \geq 1}$ in order to give a path realization of the Verma module $M(\lambda)$ (or $U_{q}^{-}(\mathfrak{g})$ ). In particular, the crystal $B(\infty)$ of $U_{q}^{-}(\mathfrak{g})$ can be realized as the semi-infinite tensor

[^4]product $\cdots \otimes B_{\infty} \otimes B_{\infty} \otimes B_{\infty}$ where $B_{\infty}$, is the limit of the coherent family of perfect crystals $\left\{B_{l}\right\}_{l \geq 1}$.

At least one coherent family $\left\{B_{l}\right\}_{l \geq 1}$ of perfect crystals and its limit is known for $\mathfrak{g}=A_{n}^{(1)}, B_{n}^{(1)}, C_{n}^{(1)}, D_{n}^{(1)}, A_{2 n-1}^{(2)}, A_{2 n}^{(2)}, D_{n+1}^{(2)}, D_{4}^{(3)}, G_{2}^{(1)}$. (See [Kang et al. 1992b; 1994; Yamane 1998; Kashiwara et al. 2007; Misra et al. 2010].)

A perfect crystal is indeed a crystal for certain finite-dimensional modules of the quantum affine algebra $U_{q}(\mathfrak{g})$ named after Kirillov and Reshetikhin [1987], and known as KR-modules for short. KR-modules are parametrized by two integers, $i \in I \backslash\{0\}$ and $l>0$. Let $\left\{\varpi_{i}\right\}_{i \in I \backslash\{0\}}$ be the set of level 0 fundamental weights [Kashiwara 2002]. Hatayama et al. [1999; 2002] conjectured that any KR-module $W\left(l \varpi_{i}\right)$ admits a crystal base $B^{i, l}$ in the sense of Kashiwara and that $B^{i, l}$ is perfect if $l$ is a multiple of $c_{i}^{\vee}:=\max \left(1,2 /\left(\alpha_{i}, \alpha_{i}\right)\right)$. This conjecture has been proved for quantum affine algebras $U_{q}(\mathfrak{g})$ of classical types [Okado and Schilling 2008; Fourier et al. 2009; 2010]. When $\left\{B^{i, l}\right\}_{l \geq 1}$ is a coherent family of perfect crystals we denote its limit by $B_{\infty}\left(\varpi_{i}\right)$, or just $B_{\infty}$ if there is no confusion.

The notion of geometric crystals is a geometric analog to Kashiwara's crystal [Kashiwara 1990]. It was defined in [Berenstein and Kazhdan 2000] for reductive algebraic groups and extended to general Kac-Moody groups in [Nakashima 2005a]. For a given Cartan datum $\left(A,\left\{\alpha_{i}\right\}_{i \in I},\left\{\alpha_{i}^{\vee}\right\}_{i \in I}\right)$, a geometric crystal is defined as a quadruple $\mathscr{V}(\mathfrak{g})=\left(X,\left\{e_{i}\right\}_{i \in I},\left\{\gamma_{i}\right\}_{i \in I},\left\{\varepsilon_{i}\right\}_{i \in I}\right)$, where $X$ is an algebraic variety, $e_{i}: \mathbb{C}^{\times} \times X \rightarrow X$ are rational $\mathbb{C}^{\times}$-actions and $\gamma_{i}, \varepsilon_{i}: X \rightarrow \mathbb{C}(i \in I)$ are rational functions satisfying certain conditions (see Definition 2.1). Geometric crystals have many properties similar to algebraic crystals. For instance, the product of two geometric crystals admits the structure of a geometric crystal if they are induced from unipotent crystals [Berenstein and Kazhdan 2000]. A geometric crystal is said to be a positive geometric crystal if it admits a positive structure (see Definition 2.5). A remarkable relation between positive geometric crystals and algebraic crystals is the ultra-discretization functor $\mathscr{D}$ between them (page 123). Applying this functor, positive rational functions are transferred to piecewise linear functions by the simple correspondence:

$$
x \times y \mapsto x+y, \quad \frac{x}{y} \mapsto x-y, \quad x+y \mapsto \max (x, y)
$$

Let $G$ denote the affine Kac-Moody group associated with the affine Lie algebra $\mathfrak{g}$. Let $B^{ \pm}$be fixed Borel subgroups and $T$ the maximal torus of $G$ such that $B^{+} \cap B^{-}=T$. Set $y_{i}(c):=\exp \left(c f_{i}\right)$, and let $\alpha_{i}^{\vee}(c) \in T$ be the image of $c \in \mathbb{C}^{\times}$ under the group morphism $\mathbb{C}^{\times} \rightarrow T$ induced by the simple coroot $\alpha_{i}^{\vee}$. We set $Y_{i}(c):=y_{i}\left(c^{-1}\right) \alpha_{i}^{\vee}(c)=\alpha_{i}^{\vee}(c) y_{i}(c)$. Let $W$ and $\widetilde{W}$ be the Weyl group and extended Weyl group associated with $\mathfrak{g}$. The Schubert cell

$$
X_{w}:=B w B / B
$$

where $w=s_{i_{1}} \cdots s_{i_{k}} \in W$, is birationally isomorphic to the variety

$$
B_{\imath}^{-}:=\left\{Y_{i_{1}}\left(x_{1}\right) \cdots Y_{i_{k}}\left(x_{k}\right) \mid x_{1}, \ldots, x_{k} \in \mathbb{C}^{\times}\right\} \subset B^{-}
$$

and $X_{w}$ has a natural geometric crystal structure, where $\iota=i_{1}, \ldots, i_{k}$ is a reduced word for $w$. [Berenstein and Kazhdan 2000; Nakashima 2005a].

Let $W\left(\varpi_{i}\right)$ be the KR-module (also called the fundamental representation) of $U_{q}(\mathfrak{g})$ with $\varpi_{i}$ as an extremal weight (see [Kashiwara 2002]). Denote its specialization at $q=1$ by the same symbol, $W\left(\varpi_{i}\right)$. It is a finite-dimensional $\mathfrak{g}$-module (not necessarily irreducible). Let $\mathbb{P}\left(\varpi_{i}\right)$ be the projective space $\left(W\left(\varpi_{i}\right) \backslash\{0\}\right) / \mathbb{C}^{\times}$. For any $i \in I$ the translation $t\left(c_{i}^{\vee} \varpi_{i}\right)$ belongs to $\widetilde{W}$ (see [Kashiwara et al. 2008]). For a subset $J$ of $I$, let us denote by $\mathfrak{g}_{J}$ the subalgebra of $\mathfrak{g}$ generated by $\left\{e_{i}, f_{i}\right\}_{i \in J}$. For an integral weight $\mu$, define $I(\mu):=\left\{j \in I \mid\left\langle\alpha_{j}^{\vee}, \mu\right\rangle \geq 0\right\}$.

Conjecture 1.1 [Kashiwara et al. 2008]. For any $i \in I \backslash\{0\}$ there exist a unique variety $X$ endowed with a positive $\mathfrak{g}$-geometric crystal structure and a rational mapping $\pi: X \rightarrow \mathbb{P}\left(\varpi_{i}\right)$ satisfying the following properties:
(i) For an arbitrary extremal vector $u \in W\left(\varpi_{i}\right)_{\mu}$, writing the translation $t\left(c_{i}^{\vee} \mu\right)$ as $\tau w \in \widetilde{W}$ with a Dynkin diagram automorphism $\tau$ and $w=s_{i_{1}} \cdots s_{i_{k}}$, there exists a birational mapping $\xi: B_{i_{1}, \ldots, i_{k}}^{-} \rightarrow X$ such that $\xi$ is a morphism of $\mathfrak{g}_{\left.I(\mu) \text {-geometric crystals and that the composition } \pi \circ \xi: B_{i_{1}, \ldots, i_{k}}^{-} \rightarrow \mathbb{P}\left(\varpi_{i}\right), ~()^{\prime}\right)}$ coincides with $Y_{i_{1}}\left(x_{1}\right) \cdots Y_{i_{k}}\left(x_{k}\right) \mapsto Y_{i_{1}}\left(x_{1}\right) \cdots Y_{i_{k}}\left(x_{k}\right) \bar{u}$, where $\bar{u}$ is the line including $u$.
(ii) The ultra-discretization (Section 2) of $X$ is isomorphic to the crystal $B_{\infty}=$ $B_{\infty}\left(\varpi_{i}\right)$ of the Langlands dual $\mathfrak{g}^{L}$.

In [Kashiwara et al. 2008], it was shown that this conjecture is true for $i=1$ and $\mathfrak{g}=A_{n}^{(1)}, B_{n}^{(1)}, C_{n}^{(1)}, D_{n}^{(1)}, A_{2 n-1}^{(2)}, A_{2 n}^{(2)}, D_{n+1}^{(2)}$. In [Nakashima 2007], a positive geometric crystal for $\mathfrak{g}=G_{2}^{(1)}$ and $i=1$ was constructed and it was shown in [Nakashima 2010] that the ultra-discretization of this positive geometric crystal is isomorphic to the limit of the coherent family of perfect crystals for $\mathfrak{g}^{L}=D_{4}^{(3)}$ given in [Kashiwara et al. 2007].

More recently, two of the authors have constructed a positive geometric crystal for $\mathfrak{g}=D_{4}^{(3)}, i=1$ in [Igarashi and Nakashima 2010]. In this paper we describe the structure of the crystal obtained by the ultra-discretization of the geometric crystal $\mathscr{V}(\mathfrak{g})$ constructed in [Igarashi and Nakashima 2010] and then prove that it is isomorphic to the limit $B_{\infty}$ of the coherent family of perfect crystals for its Langlands dual $\mathfrak{g}^{L}=G_{2}^{(1)}$ constructed in [Misra et al. 2010]. This proves Conjecture 4.5 in [Igarashi and Nakashima 2010].

This paper is organized as follows. In Section 2, we recall necessary definitions and facts about geometric crystals. In Section 3, we review needed facts about
affine crystals and perfect crystals. We recall from [Misra et al. 2010] the coherent family of perfect crystals for $\mathfrak{g}=G_{2}^{(1)}$ and its limit in Section 4. In Section 5, we review the positive geometric crystal $\mathscr{V}(\mathfrak{g})$ for $\mathfrak{g}=D_{4}^{(3)}$ constructed in [Igarashi and Nakashima 2010]. In Section 6, we state and prove our main result, Theorem 6.1.

## 2. Geometric crystals

In this section, we review Kac-Moody groups and geometric crystals following [Peterson and Kac 1983; Kumar 2002; Berenstein and Kazhdan 2000].

Kac-Moody algebras and Kac-Moody groups. Fix a symmetrizable generalized Cartan matrix $A=\left(a_{i j}\right)_{i, j \in I}$ with a finite index set $I$. Let $\left(\mathfrak{t},\left\{\alpha_{i}\right\}_{i \in I},\left\{\alpha_{i}^{\vee}\right\}_{i \in I}\right)$ be the associated root data, where $\mathfrak{t}$ is a vector space over $\mathbb{C}$ and $\left\{\alpha_{i}\right\}_{i \in I} \subset \mathfrak{t}^{*}$ and $\left\{\alpha_{i}^{\vee}\right\}_{i \in I} \subset \mathfrak{t}$ are linearly independent satisfying $\alpha_{j}\left(\alpha_{i}^{\vee}\right)=a_{i j}$.

The Kac-Moody Lie algebra $\mathfrak{g}=\mathfrak{g}(A)$ associated with $A$ is the Lie algebra over $\mathbb{C}$ generated by $\mathfrak{t}$, the Chevalley generators $e_{i}$ and $f_{i}(i \in I)$ with the usual defining relations [Kac and Peterson 1983; Peterson and Kac 1983]. There is the root space decomposition $\mathfrak{g}=\bigoplus_{\alpha \in \mathrm{t}^{*}} \mathfrak{g}_{\alpha}$. Denote the set of roots by

$$
\Delta:=\left\{\alpha \in \mathfrak{t}^{*} \mid \alpha \neq 0, \mathfrak{g}_{\alpha} \neq(0)\right\}
$$

Set $Q=\sum_{i} \mathbb{Z} \alpha_{i}, Q_{+}=\sum_{i} \mathbb{Z}_{\geq 0} \alpha_{i}, Q^{\vee}:=\sum_{i} \mathbb{Z} \alpha_{i}^{\vee}$ and $\Delta_{+}:=\Delta \cap Q_{+}$. An element of $\Delta_{+}$is called a positive root. Let $P \subset \mathfrak{t}^{*}$ be a weight lattice such that $\mathbb{C} \otimes P=\mathfrak{t}^{*}$, whose element is called a weight.

Define simple reflections $s_{i} \in \operatorname{Aut}(\mathfrak{t})(i \in I)$ by $s_{i}(h):=h-\alpha_{i}(h) \alpha_{i}^{\vee}$; they generate the Weyl group $W$, which acts on $t^{*}$ by

$$
s_{i}(\lambda):=\lambda-\lambda\left(\alpha_{i}^{\vee}\right) \alpha_{i}
$$

Set $\Delta^{\mathrm{re}}:=\left\{w\left(\alpha_{i}\right) \mid w \in W, \quad i \in I\right\}$, whose elements are called real roots.
Let $\mathfrak{g}^{\prime}$ be the derived Lie algebra of $\mathfrak{g}$ and $G$ the Kac-Moody group associated with $\mathfrak{g}^{\prime}$ [Peterson and Kac 1983]. Let $U_{\alpha}:=\exp \mathfrak{g}_{\alpha}\left(\alpha \in \Delta^{\text {re }}\right)$ be a one-parameter subgroup of $G$. The group $G$ is generated by $U_{\alpha}\left(\alpha \in \Delta^{\text {re }}\right)$. Let $U^{ \pm}$be the subgroup generated by $U_{ \pm \alpha}\left(\alpha \in \Delta_{+}^{\mathrm{re}}=\Delta^{\mathrm{re}} \cap Q_{+}\right)$, i.e., $U^{ \pm}:=\left\langle U_{ \pm \alpha} \mid \alpha \in \Delta_{+}^{\mathrm{re}}\right\rangle$.

For any $i \in I$, there exists a unique homomorphism; $\phi_{i}: S L_{2}(\mathbb{C}) \rightarrow G$ such that

$$
\phi_{i}\left(\left(\begin{array}{cc}
c & 0 \\
0 & c^{-1}
\end{array}\right)\right)=c^{\alpha_{i}^{\vee}}, \quad \phi_{i}\left(\left(\begin{array}{ll}
1 & t \\
0 & 1
\end{array}\right)\right)=\exp \left(t e_{i}\right), \quad \phi_{i}\left(\left(\begin{array}{ll}
1 & 0 \\
t & 1
\end{array}\right)\right)=\exp \left(t f_{i}\right)
$$

where $c \in \mathbb{C}^{\times}$and $t \in \mathbb{C}$. Set $\alpha_{i}^{\vee}(c):=c^{\alpha_{i}^{\vee}}, x_{i}(t):=\exp \left(t e_{i}\right), y_{i}(t):=\exp \left(t f_{i}\right)$, $G_{i}:=\phi_{i}\left(S L_{2}(\mathbb{C})\right), T_{i}:=\phi_{i}\left(\left\{\operatorname{diag}\left(c, c^{-1}\right) \mid c \in \mathbb{C}^{\vee}\right\}\right)$ and $N_{i}:=N_{G_{i}}\left(T_{i}\right)$. Let $T$ (resp. $N$ ) be the subgroup of $G$ with the Lie algebra $\mathfrak{t}$ (resp. generated by the $N_{i}$ 's), which is called a maximal torus in $G$, and let $B^{ \pm}=U^{ \pm} T$ be the Borel subgroup of $G$. We have the isomorphism $\phi: W \xrightarrow{\sim} N / T$ defined by $\phi\left(s_{i}\right)=N_{i} T / T$. An element
$\bar{s}_{i}:=x_{i}(-1) y_{i}(1) x_{i}(-1)=\phi_{i}\left(\left(\begin{array}{cc}0 & \pm 1 \\ \mp 1 & 0\end{array}\right)\right)$ is in $N_{G}(T)$, which is a representative of $s_{i} \in W=N_{G}(T) / T$.

Geometric crystals. Let $X$ be an ind-variety, $\gamma_{i}: X \rightarrow \mathbb{C}$ and $\varepsilon_{i}: X \rightarrow \mathbb{C}(i \in I)$ rational functions on $X$, and $e_{i}: \mathbb{C}^{\times} \times X \rightarrow X\left((c, x) \mapsto e_{i}^{c}(x)\right)$ a rational $\mathbb{C}^{\times}$-action.
Definition 2.1. A quadruple $\left(X,\left\{e_{i}\right\}_{i \in I},\left\{\gamma_{i}\right\}_{i \in I},\left\{\varepsilon_{i}\right\}_{i \in I}\right.$ ) is a $G$ (or $\mathfrak{g}$ )-geometric crystal if it satisfies these conditions:
(i) $\{1\} \times X \subset \operatorname{dom}\left(e_{i}\right)$ for any $i \in I$.
(ii) $\gamma_{j}\left(e_{i}^{c}(x)\right)=c^{a_{i j}} \gamma_{j}(x)$.
(iii) The $e_{i}$ satisfy

$$
\begin{array}{ll}
e_{i}^{c_{1}} e_{j}^{c_{2}}=e_{j}^{c_{2}} e_{i}^{c_{1}} & \text { if } a_{i j}=a_{j i}=0, \\
e_{i}^{c_{1}} e_{j}^{c_{1} c_{2}} e_{i}^{c_{2}}=e_{j}^{c_{2}} e_{i}^{c_{1} c_{2}} e_{j}^{c_{1}} & \text { if } a_{i j}=a_{j i}=-1, \\
e_{i}^{c_{1}} e_{j}^{c_{1}^{2} c_{2}} e_{i}^{c_{1} c_{2}} e_{j}^{c_{2}}=e_{j}^{c_{2}} e_{i}^{c_{1} c_{2}} e_{j}^{c_{1}^{2} c_{2}} e_{i}^{c_{1}} & \text { if } a_{i j}=-2, a_{j i}=-1, \\
e_{i}^{c_{1}} e_{j}^{c_{1}^{3} c_{2}} e_{i}^{c_{1}^{2} c_{2} c_{2}} e_{j}^{c_{1}^{3} c_{2}^{2}} e_{i}^{c_{1} c_{2}} e_{j}^{c_{2}}=e_{j}^{c_{2}} e_{i}^{c_{1} c_{2}} e_{j}^{c_{1}^{3} c_{2}^{2}} e_{i}^{c_{1}^{2} c_{2}} e_{j}^{c_{1}^{3} c_{2}} e_{i}^{c_{1}} & \text { if } a_{i j}=-3, a_{j i}=-1
\end{array}
$$

(iv) $\varepsilon_{i}\left(e_{i}^{c}(x)\right)=c^{-1} \varepsilon_{i}(x)$ and $\varepsilon_{i}\left(e_{j}^{c}(x)\right)=\varepsilon_{i}(x)$ if $a_{i, j}=a_{j, i}=0$.

Condition (iv) is slightly modified from the one in [Igarashi and Nakashima 2010; Nakashima 2007; 2010].

Let $W$ be the Weyl group associated with $\mathfrak{g}$. Define $R(w)$ for $w \in W$ by

$$
R(w):=\left\{\left(i_{1}, i_{2}, \ldots, i_{l}\right) \in I^{l} \mid w=s_{i_{1}} s_{i_{2}} \cdots s_{i_{l}}\right\}
$$

where $l$ is the length of $w$. Then $R(w)$ is the set of reduced words of $w$. For a word $\mathbf{i}=\left(i_{1}, \ldots, i_{l}\right) \in R(w)(w \in W)$, set $\alpha^{(j)}:=s_{i_{l}} \cdots s_{i_{j+1}}\left(\alpha_{i_{j}}\right)(1 \leq j \leq l)$ and

$$
e_{\mathbf{i}}: T \times X \rightarrow X, \quad(t, x) \mapsto e_{\mathbf{i}}^{t}(x):=e_{i_{1}}^{\alpha^{(1)}(t)} e_{i_{2}}^{\alpha^{(2)}(t)} \cdots e_{i_{l}}^{\alpha^{(l)}(t)}(x)
$$

Condition (iii) above amounts to saying that $e_{\mathbf{i}}=e_{\mathbf{i}^{\prime}}$ for any $w \in W$ and $\mathbf{i}, \mathbf{i}^{\prime} \in R(w)$.
Geometric crystal on Schubert cell. Let $w \in W$ be a Weyl group element and take a reduced expression $w=s_{i_{1}} \cdots s_{i_{l}}$. Let $X:=G / B$ be the flag variety, which is an ind-variety and $X_{w} \subset X$ the Schubert cell associated with $w$, which has a natural geometric crystal structure [Berenstein and Kazhdan 2000; Nakashima 2005a]. For $\mathbf{i}:=\left(i_{1}, \ldots, i_{k}\right)$, set

$$
\begin{equation*}
B_{\mathbf{i}}^{-}:=\left\{Y_{\mathbf{i}}\left(c_{1}, \ldots, c_{k}\right):=Y_{i_{1}}\left(c_{1}\right) \cdots Y_{i_{l}}\left(c_{k}\right) \mid c_{1} \cdots, c_{k} \in \mathbb{C}^{\times}\right\} \subset B^{-} \tag{2-1}
\end{equation*}
$$

where $Y_{i}(c):=y_{i}\left(\frac{1}{c}\right) \alpha_{i}^{\vee}(c)$. This has a geometric crystal structure [Nakashima 2005a] isomorphic to $X_{w}$. The explicit forms of the action $e_{i}^{c}$, the rational function $\varepsilon_{i}$ and $\gamma_{i}$ on $B_{\mathbf{i}}^{-}$are given by

$$
\left.e_{i}^{c}\left(Y_{\mathbf{i}}\left(c_{1}, \ldots, c_{k}\right)\right)=Y_{\mathbf{i}}\left(\mathscr{C}_{1}, \ldots, \mathscr{C}_{k}\right)\right)
$$

where
(2-2) $\quad \mathscr{C}_{j}:=c_{j} \cdot \frac{\sum_{1 \leq m \leq j, i_{m}=i} \frac{c}{c_{1}^{a_{i_{1}, i}} \cdots c_{m-1}^{a_{i_{m-1}, i}} c_{m}}+\sum_{j<m \leq k, i_{m}=i} \frac{1}{\sum_{1 \leq m<j, i_{m}=i}} \frac{c}{c_{1}^{a_{i_{1}, i}} \cdots c_{m-1}^{a_{i_{m-1}, i}} c_{m}}}{\sum_{1}^{a_{i_{1}, i}^{a_{i_{m-1}, i}} \cdots c_{m-1}}+\sum_{j \leq m \leq k, i_{m}=i} \frac{1}{c_{1}^{a_{i_{1}, i}} \cdots c_{m-1}^{a_{i_{m-1}, i}} c_{m}}}$,

$$
\begin{align*}
& \varepsilon_{i}\left(Y_{\mathbf{i}}\left(c_{1}, \ldots, c_{k}\right)\right)=\sum_{\substack{1 \leq m \leq k, i_{m}=i}} \frac{1}{c_{1}^{a_{i_{1}, i}} \ldots c_{m-1}^{a_{i_{m-1}, i}} c_{m}}  \tag{2-3}\\
& \gamma_{i}\left(Y_{\mathbf{i}}\left(c_{1}, \ldots, c_{k}\right)\right)=c_{1}^{a_{i_{1}, i}} \ldots c_{k}^{a_{i_{k}, i}} \tag{2-4}
\end{align*}
$$

Positive structure, ultra-discretizations and tropicalizations. The setting is the same as in [Kashiwara et al. 2008]. Let $T=\left(\mathbb{C}^{\times}\right)^{l}$ be an algebraic torus over $\mathbb{C}$, with character lattice $X^{*}(T):=\operatorname{Hom}\left(T, \mathbb{C}^{\times}\right) \cong \mathbb{Z}^{l}$ and cocharacter lattice $X_{*}(T):=$ $\operatorname{Hom}\left(\mathbb{C}^{\times}, T\right) \cong \mathbb{Z}^{l}$. Set $R:=\mathbb{C}(c)$ and define

$$
v: R \backslash\{0\} \rightarrow \mathbb{Z}, \quad f(c) \mapsto \operatorname{deg} f(c),
$$

where deg is the degree of poles at $c=\infty$. Note that for $f_{1}, f_{2} \in R \backslash\{0\}$, we have

$$
\begin{equation*}
v\left(f_{1} f_{2}\right)=v\left(f_{1}\right)+v\left(f_{2}\right), \quad v\left(\frac{f_{1}}{f_{2}}\right)=v\left(f_{1}\right)-v\left(f_{2}\right) . \tag{2-5}
\end{equation*}
$$

A nonzero rational function on an algebraic torus $T$ is called positive if it can be written as $g / h$ where $g$ and $h$ are a positive linear combination of characters of $T$.

Definition 2.2. Let $f: T \rightarrow T^{\prime}$ be a rational morphism between two algebraic tori $T$ and $T^{\prime}$. We say that $f$ is positive if $\eta \circ f$ is positive for any character $\eta: T^{\prime} \rightarrow \mathbb{C}$.

Denote by $\operatorname{Mor}^{+}\left(T, T^{\prime}\right)$ the set of positive rational morphisms from $T$ to $T^{\prime}$.
Lemma 2.3 [Berenstein and Kazhdan 2000]. For any $f \in \operatorname{Mor}^{+}\left(T_{1}, T_{2}\right)$ and any $g \in \operatorname{Mor}^{+}\left(T_{2}, T_{3}\right)$, the composition $g \circ f$ is well-defined and lies in $\operatorname{Mor}^{+}\left(T_{1}, T_{3}\right)$.

By Lemma 2.3, we can define a category $\mathscr{T}_{+}$whose objects are algebraic tori over $\mathbb{C}$ and arrows are positive rational morphisms.

Let $f: T \rightarrow T^{\prime}$ be a positive rational morphism of algebraic tori $T$ and $T^{\prime}$. We define a map $\widehat{f}: X_{*}(T) \rightarrow X_{*}\left(T^{\prime}\right)$ by

$$
\langle\eta, \widehat{f}(\xi)\rangle=v(\eta \circ f \circ \xi)
$$

where $\eta \in X^{*}\left(T^{\prime}\right)$ and $\xi \in X_{*}(T)$.
Lemma 2.4 [Berenstein and Kazhdan 2000]. For any algebraic tori $T_{1}, T_{2}, T_{3}$, and positive rational morphisms $f \in \operatorname{Mor}^{+}\left(T_{1}, T_{2}\right), g \in \operatorname{Mor}^{+}\left(T_{2}, T_{3}\right)$, we have $\widehat{g \circ f}=\widehat{g} \circ \widehat{f}$.

Let $\mathfrak{S e t}$ denote the category of sets and set maps．By the lemma，we obtain a functor

$$
\begin{array}{cccc}
\text { ひID : } & \mathscr{T}_{+} & \rightarrow & \text { Set } \\
T & \mapsto & X_{*}(T) \\
\left(f: T \rightarrow T^{\prime}\right) & \mapsto & \left.\left(\widehat{f}: X_{*}(T) \rightarrow X_{*}\left(T^{\prime}\right)\right)\right) .
\end{array}
$$

Definition 2.5 ［Berenstein and Kazhdan 2000］．Let

$$
\chi=\left(X,\left\{e_{i}\right\}_{i \in I},\left\{\mathrm{wt}_{i}\right\}_{i \in I},\left\{\varepsilon_{i}\right\}_{i \in I}\right)
$$

be a geometric crystal，$T^{\prime}$ an algebraic torus and $\theta: T^{\prime} \rightarrow X$ a birational isomor－ phism．The isomorphism $\theta$ is called positive structure on $\chi$ if
（i）for any $i \in I$ the rational functions $\gamma_{i} \circ \theta: T^{\prime} \rightarrow \mathbb{C}$ and $\varepsilon_{i} \circ \theta: T^{\prime} \rightarrow \mathbb{C}$ are positive，and
（ii）for any $i \in I$ ，the rational morphism $e_{i, \theta}: \mathbb{C}^{\times} \times T^{\prime} \rightarrow T^{\prime}$ defined by $e_{i, \theta}(c, t):=$ $\theta^{-1} \circ e_{i}^{c} \circ \theta(t)$ is positive．

Let $\theta: T \rightarrow X$ be a positive structure on a geometric crystal $\chi=\left(X,\left\{e_{i}\right\}_{i \in I}\right.$ ， $\left.\left\{\mathrm{wt}_{i}\right\}_{i \in I},\left\{\varepsilon_{i}\right\}_{i \in I}\right)$ ．Applying the functor $\mathscr{U}$ 的 to positive rational morphisms $e_{i, \theta}$ ： $\mathbb{C}^{\times} \times T^{\prime} \rightarrow T^{\prime}$ and $\gamma_{i}, \varepsilon_{i} \circ \theta: T^{\prime} \rightarrow \mathbb{C}$（the notations are as above），we obtain

$$
\begin{aligned}
\tilde{e}_{i} & :=ひ \mathscr{D}\left(e_{i, \theta}\right): \mathbb{Z} \times X_{*}(T) \rightarrow X_{*}(T), \\
\mathrm{wt}_{i} & :=ひ \mathscr{D}\left(\gamma_{i} \circ \theta\right): X_{*}\left(T^{\prime}\right) \rightarrow \mathbb{Z}, \\
\varepsilon_{i} & :=ひ \mathscr{D}\left(\varepsilon_{i} \circ \theta\right): X_{*}\left(T^{\prime}\right) \rightarrow \mathbb{Z} .
\end{aligned}
$$

Now，for given positive structure $\theta: T^{\prime} \rightarrow X$ on a geometric crystal $\chi=\left(X,\left\{e_{i}\right\}_{i \in I}\right.$ ， $\left.\left\{\mathrm{wt}_{i}\right\}_{i \in I},\left\{\varepsilon_{i}\right\}_{i \in I}\right)$ ，we associate the quadruple $\left(X_{*}\left(T^{\prime}\right),\left\{\tilde{e}_{i}\right\}_{i \in I},\left\{\mathrm{wt}_{i}\right\}_{i \in I},\left\{\varepsilon_{i}\right\}_{i \in I}\right)$ with a free pre－crystal structure（see［Berenstein and Kazhdan 2000，2．2］）and denote it by $\mathscr{D}_{\theta, T^{\prime}}(\chi)$ ．

Theorem 2.6 ［Berenstein and Kazhdan 2000；Nakashima 2005a］．For any geomet－ ric crystal $\chi=\left(X,\left\{e_{i}\right\}_{i \in I},\left\{\gamma_{i}\right\}_{i \in I},\left\{\varepsilon_{i}\right\}_{i \in I}\right)$ and positive structure $\theta: T^{\prime} \rightarrow X$ ，the associated pre－crystal $\mathscr{D}_{\theta, T^{\prime}}(\chi)=\left(X_{*}\left(T^{\prime}\right),\left\{\tilde{e}_{i}\right\}_{i \in I},\left\{\mathrm{wt}_{i}\right\}_{i \in I},\left\{\varepsilon_{i}\right\}_{i \in I}\right)$ is a crystal （see［Berenstein and Kazhdan 2000，2．2］）．

Now，let $\mathscr{G C}_{\mathscr{C}^{+}}$be the category whose objects are triplets $\left(\chi, T^{\prime}, \theta\right)$ ，where $\chi=$ $\left(X,\left\{e_{i}\right\},\left\{\gamma_{i}\right\},\left\{\varepsilon_{i}\right\}\right)$ is a geometric crystal and $\theta: T^{\prime} \rightarrow X$ is a positive structure on $\chi$ ，and whose morphisms $f:\left(\chi_{1}, T_{1}^{\prime}, \theta_{1}\right) \rightarrow\left(\chi_{2}, T_{2}^{\prime}, \theta_{2}\right)$ are given by morphisms $\varphi: X_{1} \rightarrow X_{2}\left(\chi_{i}=\left(X_{i}, \ldots\right)\right)$ such that

$$
f:=\theta_{2}^{-1} \circ \varphi \circ \theta_{1}: T_{1}^{\prime} \rightarrow T_{2}^{\prime},
$$

is a positive rational morphism．Let $\mathscr{C R}$ be the category of crystals．Theorem 2.6 yields：

Corollary 2.7. The map $\because \mathscr{D}=\mathscr{D}_{\theta, T^{\prime}}$ defined above is a functor
थD: $\mathscr{G}^{+} \quad \rightarrow \quad$ GR

$$
\begin{array}{clc}
\left(\chi, T^{\prime}, \theta\right) & \mapsto & X_{*}\left(T^{\prime}\right), \\
\left(f:\left(\chi_{1}, T_{1}^{\prime}, \theta_{1}\right) \rightarrow\left(\chi_{2}, T_{2}^{\prime}, \theta_{2}\right)\right) & \mapsto & \left(\widehat{f}: X_{*}\left(T_{1}^{\prime}\right) \rightarrow X_{*}\left(T_{2}^{\prime}\right)\right) .
\end{array}
$$

We call the functor ひø "ultra-discretization" as in [Nakashima 2005a; 2005b] instead of "tropicalization" as in [Berenstein and Kazhdan 2000]. And for a crystal $B$, if there exists a geometric crystal $\chi$ and a positive structure $\theta: T^{\prime} \rightarrow X$ on $\chi$ such that $\mathscr{O}\left(\chi, T^{\prime}, \theta\right) \cong B$ as crystals, we call an object $\left(\chi, T^{\prime}, \theta\right)$ in $\mathscr{G} \mathscr{C}^{+}$a tropicalization of $B$, where it is not known that this correspondence is a functor.

## 3. Limit of perfect crystals

We review limit of perfect crystals following [Kang et al. 1994]. (See also [Kang et al. 1992a; 1992b].)

Crystals. First we review the theory of crystals, which is the notion obtained by abstracting the combinatorial properties of crystal bases. Let $\left(A,\left\{\alpha_{i}\right\}_{i \in I},\left\{\alpha_{i}^{\vee}\right\}_{i \in I}\right)$ be a Cartan data.

Definition 3.1. A crystal $B$ is a set endowed with maps

$$
\begin{aligned}
& \text { wt }: B \rightarrow P, \\
& \varepsilon_{i}: B \rightarrow \mathbb{Z} \sqcup\{-\infty\}, \quad \varphi_{i}: B \rightarrow \mathbb{Z} \sqcup\{-\infty\} \quad \text { for } i \in I, \\
& \tilde{e}_{i}: B \sqcup\{0\} \rightarrow B \sqcup\{0\}, \quad \tilde{f}_{i}: B \sqcup\{0\} \rightarrow B \sqcup\{0\} \quad \text { for } i \in I, \\
& \tilde{e}_{i}(0)=\tilde{f}_{i}(0)=0 .
\end{aligned}
$$

satisfying the following axioms, for all $b, b_{1}, b_{2} \in B$ :

$$
\begin{aligned}
& \varphi_{i}(b)=\varepsilon_{i}(b)+\left\langle\alpha_{i}^{\vee}, \operatorname{wt}(b)\right\rangle, \\
& \operatorname{wt}\left(\tilde{e}_{i} b\right)=\operatorname{wt}(b)+\alpha_{i} \quad \text { if } \tilde{e}_{i} b \in B, \\
& \operatorname{wt}\left(\tilde{f}_{i} b\right)=\operatorname{wt}(b)-\alpha_{i} \quad \text { if } \tilde{f}_{i} b \in B, \\
& \tilde{e}_{i} b_{2}=b_{1} \quad \Longleftrightarrow \tilde{f}_{i} b_{1}=b_{2}, \\
& \varepsilon_{i}(b)=-\infty \Longrightarrow \tilde{e}_{i} b=\tilde{f}_{i} b=0 .
\end{aligned}
$$

The following tensor product structure is one of the most crucial properties of crystals.

Theorem 3.2. Let $B_{1}$ and $B_{2}$ be crystals, and set

$$
B_{1} \otimes B_{2}:=\left\{b_{1} \otimes b_{2} ; b_{j} \in B_{j}(j=1,2)\right\} .
$$

(i) $B_{1} \otimes B_{2}$ is a crystal.
(ii) For $b_{1} \in B_{1}$ and $b_{2} \in B_{2}$, we have

$$
\begin{aligned}
& \tilde{f}_{i}\left(b_{1} \otimes b_{2}\right)= \begin{cases}\tilde{f}_{i} b_{1} \otimes b_{2} & \text { if } \varphi_{i}\left(b_{1}\right)>\varepsilon_{i}\left(b_{2}\right), \\
b_{1} \otimes \tilde{f}_{i} b_{2} & \text { if } \varphi_{i}\left(b_{1}\right) \leq \varepsilon_{i}\left(b_{2}\right),\end{cases} \\
& \tilde{e}_{i}\left(b_{1} \otimes b_{2}\right)= \begin{cases}b_{1} \otimes \tilde{e}_{i} b_{2} & \text { if } \varphi_{i}\left(b_{1}\right)<\varepsilon_{i}\left(b_{2}\right), \\
\tilde{e}_{i} b_{1} \otimes b_{2} & \text { if } \varphi_{i}\left(b_{1}\right) \geq \varepsilon_{i}\left(b_{2}\right)\end{cases}
\end{aligned}
$$

Definition 3.3. Let $B_{1}$ and $B_{2}$ be crystals. A strict morphism of crystals

$$
\psi: B_{1} \rightarrow B_{2}
$$

is a map $\psi: B_{1} \sqcup\{0\} \rightarrow B_{2} \sqcup\{0\}$ such that $\psi(0)=0, \psi\left(B_{1}\right) \subset B_{2}, \psi$ commutes with all $\tilde{e}_{i}$ and $\tilde{f}_{i}$, and

$$
\mathrm{wt}(\psi(b))=\mathrm{wt}(b), \quad \varepsilon_{i}(\psi(b))=\varepsilon_{i}(b), \quad \varphi_{i}(\psi(b))=\varphi_{i}(b) \text { for any } b \in B_{1}
$$

A bijective strict morphism is called an isomorphism of crystals.
Example 3.4. If $(L, B)$ is a crystal base, then $B$ is a crystal. Hence, for the crystal base $(L(\infty), B(\infty))$ of the nilpotent subalgebra $U_{q}^{-}(\mathfrak{g})$ of the quantum algebra $U_{q}(\mathfrak{g}), B(\infty)$ is a crystal.
Example 3.5. For $\lambda \in P$, set $T_{\lambda}:=\left\{t_{\lambda}\right\}$. We define a crystal structure on $T_{\lambda}$ by

$$
\tilde{e}_{i}\left(t_{\lambda}\right)=\tilde{f}_{i}\left(t_{\lambda}\right)=0, \quad \varepsilon_{i}\left(t_{\lambda}\right)=\varphi_{i}\left(t_{\lambda}\right)=-\infty, \quad \mathrm{wt}\left(t_{\lambda}\right)=\lambda
$$

Definition 3.6. For a crystal $B$, a colored oriented graph structure is associated with $B$ by

$$
b_{1} \xrightarrow{i} b_{2} \Longleftrightarrow \tilde{f}_{i} b_{1}=b_{2} .
$$

We call this graph the crystal graph of $B$.
Affine weights. Let $\mathfrak{g}$ be an affine Lie algebra. The sets $\mathfrak{t},\left\{\alpha_{i}\right\}_{i \in I}$ and $\left\{\alpha_{i}^{\vee}\right\}_{i \in I}$ be as in Section 2. We take $\operatorname{dim} \mathfrak{t}=\# I+1$. Let $\delta \in Q_{+}$be the unique element satisfying $\left\{\lambda \in Q \mid\left\langle\alpha_{i}^{\vee}, \lambda\right\rangle=0\right.$ for any $\left.i \in I\right\}=\mathbb{Z} \delta$ and $\mathbf{c} \in \mathfrak{g}$ be the canonical central element satisfying $\left\{h \in Q^{\vee} \mid\left\langle h, \alpha_{i}\right\rangle=0\right.$ for any $\left.i \in I\right\}=\mathbb{Z} \mathbf{c}$. We write, as in [Kac 1990, 6.1],

$$
\mathbf{c}=\sum_{i} a_{i}^{\vee} \alpha_{i}^{\vee}, \quad \delta=\sum_{i} a_{i} \alpha_{i}
$$

Let (, ) be the nondegenerate $W$-invariant symmetric bilinear form on $\mathfrak{t}^{*}$ normalized by $(\delta, \lambda)=\langle\mathbf{c}, \lambda\rangle$ for $\lambda \in \mathfrak{t}^{*}$. Let us set $\mathfrak{t}_{\mathrm{cl}}^{*}:=\mathfrak{t}^{*} / \mathbb{C} \delta$ and let $\mathrm{cl}: \mathfrak{t}^{*} \rightarrow \mathfrak{t}_{\mathrm{cl}}^{*}$ be the canonical projection. Here we have $\mathfrak{t}_{\mathrm{cl}}^{*} \cong \bigoplus_{i}\left(\mathbb{C} \alpha_{i}^{\vee}\right)^{*}$. Set $\mathfrak{t}_{0}^{*}:=\left\{\lambda \in \mathfrak{t}^{*} \mid\langle\mathbf{c}, \lambda\rangle=0\right\}$, $\left(\mathfrak{t}_{\mathrm{cl}}^{*}\right)_{0}:=\operatorname{cl}\left(\mathfrak{t}_{0}^{*}\right)$. Since $(\delta, \delta)=0$, we have a positive definite symmetric form on $\mathfrak{t}_{\mathrm{cl}}^{*}$ induced by the one on $\mathfrak{t}^{*}$. Let $\Lambda_{i} \in \mathfrak{t}_{\mathrm{cl}}^{*}(i \in I)$ be a classical weight such that $\left\langle\alpha_{i}^{\vee}, \Lambda_{j}\right\rangle=\delta_{i, j}$, which is called a fundamental weight. We choose $P$ so that $P_{\mathrm{cl}}:=\operatorname{cl}(P)$ coincides with $\bigoplus_{i \in I} \mathbb{Z} \Lambda_{i}$ and we call $P_{\mathrm{cl}}$ a classical weight lattice.

Perfect crystals and their limits. Let $\mathfrak{g}$ be an affine Lie algebra, let $P_{\mathrm{cl}}$ be a classical weight lattice as above and set $\left(P_{\mathrm{cl}}\right)_{l}^{+}:=\left\{\lambda \in P_{\mathrm{cl}} \mid\langle\mathbf{c}, \lambda\rangle=l,\left\langle\alpha_{i}^{\vee}, \lambda\right\rangle \geq 0\right\}\left(l \in \mathbb{Z}_{>0}\right)$.
Definition 3.7. A crystal $B$ is a perfect crystal of level $l$ if the following conditions are satisfied:
(i) $B \otimes B$ is connected as a crystal graph.
(ii) There exists $\lambda_{0} \in P_{\mathrm{cl}}$ such that

$$
\operatorname{wt}(B) \subset \lambda_{0}+\sum_{i \neq 0} \mathbb{Z}_{\leq 0} \operatorname{cl}\left(\alpha_{i}\right), \quad \# B_{\lambda_{0}}=1
$$

(iii) There exists a finite-dimensional $U_{q}^{\prime}(\mathfrak{g})$-module $V$ with a crystal pseudobase $B_{\mathrm{ps}}$ such that $B \cong B_{\mathrm{ps}} / \pm 1$.
(iv) For any $b \in B$, we have $\langle\mathbf{c}, \varepsilon(b)\rangle \geq l$.
(v) The maps $\varepsilon, \varphi: B^{\min }:=\{b \in B \mid\langle\mathbf{c}, \varepsilon(b)\rangle=l\} \longrightarrow\left(P_{\mathrm{cl}}^{+}\right)_{l}$ are bijective, where $\varepsilon(b):=\sum_{i} \varepsilon_{i}(b) \Lambda_{i}$ and $\varphi(b):=\sum_{i} \varphi_{i}(b) \Lambda_{i}$.

Let $\left\{B_{l}\right\}_{l \geq 1}$ be a family of perfect crystals of level $l$ and set $J:=\{(l, b) \mid l>$ $\left.0, b \in B_{l}^{\text {min }}\right\}$.

Definition 3.8. A crystal $B_{\infty}$ with an element $b_{\infty}$ is called a limit of $\left\{B_{l}\right\}_{l \geq 1}$ if
(i) $\mathrm{wt}\left(b_{\infty}\right)=\varepsilon\left(b_{\infty}\right)=\varphi\left(b_{\infty}\right)=0$;
(ii) for any $(l, b) \in J$, there exists an embedding of crystals

$$
f_{(l, b)}: T_{\varepsilon(b)} \otimes B_{l} \otimes T_{-\varphi(b)} \hookrightarrow B_{\infty}, \quad t_{\varepsilon(b)} \otimes b \otimes t_{-\varphi(b)} \mapsto b_{\infty}
$$

(iii) $B_{\infty}=\bigcup_{(l, b) \in J} \operatorname{Im} f_{(l, b)}$.

As for the crystal $T_{\lambda}$, see Example 3.5. If a limit exists for a family $\left\{B_{l}\right\}$, we say that $\left\{B_{l}\right\}$ is a coherent family of perfect crystals.

Here is one of the most important properties of limit of perfect crystals.
Proposition 3.9. For the crystal $B(\infty)$ as in Example 3.4, we have an isomorphism of crystals

$$
B(\infty) \otimes B_{\infty} \xrightarrow{\sim} B(\infty)
$$

## 4. Perfect crystals of type $\boldsymbol{G}_{\mathbf{2}}^{(\mathbf{1})}$

In this section, we review the family of perfect crystals of type $G_{2}^{(1)}$ and its limit [Misra et al. 2010].

We fix the data for $G_{2}^{(1)}$. Let $\left\{\alpha_{0}, \alpha_{1}, \alpha_{2}\right\},\left\{\alpha_{0}^{\vee}, \alpha_{1}^{\vee}, \alpha_{2}^{\vee}\right\}$ and $\left\{\Lambda_{0}, \Lambda_{1}, \Lambda_{2}\right\}$ be the set of simple roots, simple coroots and fundamental weights, respectively. The

Cartan matrix $A=\left(a_{i j}\right)_{i, j=0,1,2}$ is given by

$$
A=\left(\begin{array}{rrr}
2 & -1 & 0 \\
-1 & 2 & -1 \\
0 & -3 & 2
\end{array}\right)
$$

and its Dynkin diagram is as follows:


The standard null root $\delta$ and the canonical central element $\mathbf{c}$ are given by

$$
\delta=\alpha_{0}+2 \alpha_{1}+3 \alpha_{2} \quad \text { and } \quad \mathbf{c}=\alpha_{0}^{\vee}+2 \alpha_{1}^{\vee}+\alpha_{2}^{\vee}
$$

where $\alpha_{0}=2 \Lambda_{0}-\Lambda_{1}+\delta, \alpha_{1}=-\Lambda_{0}+2 \Lambda_{1}-3 \Lambda_{2}$, and $\alpha_{2}=-\Lambda_{1}+2 \Lambda_{2}$.
For a positive integer $l$ we introduce $G_{2}^{(1)}$-crystals $B_{l}$ and $B_{\infty}$ as

$$
\left.\begin{array}{l}
B_{l}=\left\{b=\left(b_{1}, b_{2}, b_{3}, \bar{b}_{3}, \bar{b}_{2}, \bar{b}_{1}\right) \in\left(\mathbb{Z}_{\geq 0} / 3\right)^{6} \left\lvert\, \begin{array}{l}
3 b_{3} \equiv 3 \bar{b}_{3}(\bmod 2), \\
\sum_{i=1,2}\left(b_{i}+\bar{b}_{i}\right)+\frac{1}{2}\left(b_{3}+\bar{b}_{3}\right) \leq l \\
b_{1}, \bar{b}_{1}, b_{2}-b_{3}, \bar{b}_{3}-\bar{b}_{2} \in \mathbb{Z}
\end{array}\right.\right\},
\end{array}\right\}, \begin{array}{ll}
\left.b=\left(b_{1}, b_{2}, b_{3}, \bar{b}_{3}, \bar{b}_{2}, \bar{b}_{1}\right) \in(\mathbb{Z} / 3)^{6} \left\lvert\, \begin{array}{l}
3 b_{3} \equiv 3 \bar{b}_{3}(\bmod 2), \\
b_{1}, \bar{b}_{1}, b_{2}-b_{3}, \bar{b}_{3}-\bar{b}_{2} \in \mathbb{Z}
\end{array}\right.\right\} .
\end{array}
$$

Now we describe the explicit crystal structures of $B_{l}$ and $B_{\infty}$. Indeed, most of them coincide with each other except for $\varepsilon_{0}$ and $\varphi_{0}$. In the rest of this section, we use the following convention: $(x)_{+}=\max (x, 0)$. For $b=\left(b_{1}, b_{2}, b_{3}, \bar{b}_{3}, \bar{b}_{2}, \bar{b}_{1}\right)$ we define

$$
\begin{equation*}
s(b)=b_{1}+b_{2}+\frac{1}{2}\left(b_{3}+\bar{b}_{3}\right)+\bar{b}_{2}+\bar{b}_{1} \tag{4-1}
\end{equation*}
$$

and

$$
\begin{equation*}
z_{1}=\bar{b}_{1}-b_{1}, \quad z_{2}=\bar{b}_{2}-\bar{b}_{3}, \quad z_{3}=b_{3}-b_{2}, \quad z_{4}=\frac{1}{2}\left(\bar{b}_{3}-b_{3}\right) \tag{4-2}
\end{equation*}
$$

Now we define conditions and $\left(F_{1}\right)-\left(F_{6}\right)$ as follows:

$$
\left\{\begin{array}{l}
\left(F_{1}\right) z_{1}+z_{2}+z_{3}+3 z_{4} \leq 0, z_{1}+z_{2}+3 z_{4} \leq 0, z_{1}+z_{2} \leq 0, z_{1} \leq 0  \tag{4-3}\\
\left(F_{2}\right) z_{1}+z_{2}+z_{3}+3 z_{4} \leq 0, z_{2}+3 z_{4} \leq 0, z_{2} \leq 0, z_{1}>0 \\
\left(F_{3}\right) z_{1}+z_{3}+3 z_{4} \leq 0, z_{3}+3 z_{4} \leq 0, z_{4} \leq 0, z_{2}>0, z_{1}+z_{2}>0 \\
\left(F_{4}\right) z_{1}+z_{2}+3 z_{4}>0, z_{2}+3 z_{4}>0, z_{4}>0, z_{3} \leq 0, z_{1}+z_{3} \leq 0 \\
\left(F_{5}\right) \\
z_{1}+z_{2}+z_{3}+3 z_{4}>0, z_{3}+3 z_{4}>0, z_{3}>0, z_{1} \leq 0 \\
\left(F_{6}\right) \\
z_{1}+z_{2}+z_{3}+3 z_{4}>0, z_{1}+z_{3}+3 z_{4}>0, z_{1}+z_{3}>0, z_{1}>0
\end{array}\right.
$$

Conditions $\left(E_{i}\right)$, for $1 \leq i \leq 6$, are defined from $\left(F_{i}\right)$ by replacing $>$ with $\geq$ and $\leq$ with $<$.

We also define
(4-4) $A=\left(0, z_{1}, z_{1}+z_{2}, z_{1}+z_{2}+3 z_{4}, z_{1}+z_{2}+z_{3}+3 z_{4}, 2 z_{1}+z_{2}+z_{3}+3 z_{4}\right)$.
Then for $b=\left(b_{1}, b_{2}, b_{3}, \bar{b}_{3}, \bar{b}_{2}, \bar{b}_{1}\right) \in B_{l}$ or $B_{\infty}$, the values of $\tilde{e}_{i} b, \tilde{f}_{i} b, \varepsilon_{i}(b)$, and $\varphi_{i}(b)$, for $i=0,1,2$, are as follows:

$$
\begin{aligned}
& \tilde{e}_{0} b= \begin{cases}\left(b_{1}-1, \ldots\right) & \text { if }\left(E_{1}\right), \\
\left(\ldots, b_{3}-1, \bar{b}_{3}-1, \ldots, \bar{b}_{1}+1\right) & \text { if }\left(E_{2}\right), \\
\left(\ldots, b_{2}-\frac{2}{3}, b_{3}-\frac{2}{3}, \bar{b}_{3}+\frac{4}{3}, \bar{b}_{2}+\frac{1}{3}, \ldots\right) & \text { if }\left(E_{3}\right) \text { and } z_{4}=-\frac{1}{3}, \\
\left(\ldots, b_{2}-\frac{1}{3}, b_{3}-\frac{4}{3}, \bar{b}_{3}+\frac{2}{3}, \bar{b}_{2}+\frac{2}{3}, \ldots\right) & \text { if }\left(E_{3}\right) \text { and } z_{4}=-\frac{2}{3}, \\
\left(\ldots, b_{3}-2, \ldots, \bar{b}_{2}+1, \ldots\right) & \text { if }\left(E_{3}\right) \text { and } z_{4} \neq-\frac{1}{3},-\frac{2}{3}, \\
\left(\ldots, b_{2}-1, \ldots, \bar{b}_{3}+2, \ldots\right) & \text { if }\left(E_{4}\right), \\
\left(b_{1}-1, \ldots, b_{3}+1, \bar{b}_{3}+1, \ldots\right) & \text { if }\left(E_{5}\right), \\
\left(\ldots, \bar{b}_{1}+1\right) & \text { if }\left(E_{6}\right),\end{cases} \\
& \tilde{f}_{0} b= \begin{cases}\left(b_{1}+1, \ldots\right) & \text { if }\left(F_{1}\right), \\
\left(\ldots, b_{3}+1, \bar{b}_{3}+1, \ldots, \bar{b}_{1}-1\right) & \text { if }\left(F_{2}\right), \\
\left(\ldots, b_{3}+2, \ldots, \bar{b}_{2}-1, \ldots\right) & \text { if }\left(F_{3}\right), \\
\left(\ldots, b_{2}+\frac{1}{3}, b_{3}+\frac{4}{3}, \bar{b}_{3}-\frac{2}{3}, \bar{b}_{2}-\frac{2}{3}, \ldots\right) & \text { if }\left(F_{4}\right) \text { and } z_{4}=\frac{1}{3}, \\
\left(\ldots, b_{2}+\frac{2}{3}, b_{3}+\frac{2}{3}, \bar{b}_{3}-\frac{4}{3}, \bar{b}_{2}-\frac{1}{3}, \ldots\right) & \text { if }\left(F_{4}\right) \text { and } z_{4}=\frac{2}{3}, \\
\left(\ldots, b_{2}+1, \ldots, \bar{b}_{3}-2, \ldots\right) & \text { if }\left(F_{4}\right) \text { and } z_{4} \neq \frac{1}{3}, \frac{2}{3}, \\
\left(b_{1}+1, \ldots, b_{3}-1, \bar{b}_{3}-1, \ldots\right) & \text { if }\left(F_{5}\right), \\
\left(\ldots, \bar{b}_{1}-1\right) & \text { if }\left(F_{6}\right),\end{cases} \\
& \tilde{e}_{1} b= \begin{cases}\left(\ldots, \bar{b}_{2}+1, \bar{b}_{1}-1\right) & \text { if } \bar{b}_{2}-\bar{b}_{3} \geq\left(b_{2}-b_{3}\right)_{+}, \\
\left(\ldots, b_{3}+1, \bar{b}_{3}-1, \ldots\right) & \text { if } \bar{b}_{2}-\bar{b}_{3}<0 \leq b_{3}-b_{2}, \\
\left(b_{1}+1, b_{2}-1, \ldots\right) & \text { if }\left(\bar{b}_{2}-\bar{b}_{3}\right)_{+}<b_{2}-b_{3},\end{cases} \\
& \tilde{f}_{1} b= \begin{cases}\left(b_{1}-1, b_{2}+1, \ldots\right) & \text { if }\left(\bar{b}_{2}-\bar{b}_{3}\right)_{+} \leq b_{2}-b_{3}, \\
\left(\ldots, b_{3}-1, \bar{b}_{3}+1, \ldots\right) & \text { if } \bar{b}_{2}-\bar{b}_{3} \leq 0<b_{3}-b_{2}, \\
\left(\ldots, \bar{b}_{2}-1, \bar{b}_{1}+1\right) & \text { if } \bar{b}_{2}-\bar{b}_{3}>\left(b_{2}-b_{3}\right)_{+},\end{cases} \\
& \tilde{e}_{2} b= \begin{cases}\left(\ldots, \bar{b}_{3}+\frac{2}{3}, \bar{b}_{2}-\frac{1}{3}, \ldots\right) & \text { if } \bar{b}_{3} \geq b_{3}, \\
\left(\ldots, b_{2}+\frac{1}{3}, b_{3}-\frac{2}{3}, \ldots\right) & \text { if } \bar{b}_{3}<b_{3},\end{cases} \\
& \tilde{f}_{2} b= \begin{cases}\left(\ldots, b_{2}-\frac{1}{3}, b_{3}+\frac{2}{3}, \ldots\right) & \text { if } \bar{b}_{3} \leq b_{3}, \\
\left(\ldots, \bar{b}_{3}-\frac{2}{3}, \bar{b}_{2}+\frac{1}{3}, \ldots\right) & \text { if } \bar{b}_{3}>b_{3},\end{cases}
\end{aligned}
$$

$$
\begin{aligned}
& \varepsilon_{1}(b)=\bar{b}_{1}+\left(\bar{b}_{3}-\bar{b}_{2}+\left(b_{2}-b_{3}\right)_{+}\right)_{+}, \\
& \varepsilon_{2}(b)=3 \varphi_{1}(b)=b_{1}+\left(b_{3}-b_{2}+\left(\bar{b}_{2}-\bar{b}_{3}\right)_{+}\right)_{+}, \\
& \varphi_{2}(b)=3 b_{2}+\frac{3}{2}\left(b_{3}\left(\bar{b}_{3}-b_{3}\right)_{+},\right.
\end{aligned}, \begin{array}{ll}
l-s)_{+}, & \begin{array}{ll}
-s(b)+\max A-\left(2 z_{1}+z_{2}+z_{3}+3 z_{4}\right) & b \in B_{l}, \\
-s(b)+\max A-\left(2 z_{1}+z_{2}+z_{3}+3 z_{4}\right) & b \in B_{\infty},
\end{array} \\
\varepsilon_{0}(b)= \begin{cases}l-s(b)+\max A & b \in B_{l}, \\
-s(b)+\max A & b \in B_{\infty} .\end{cases}
\end{array}
$$

For $b \in B_{l}$ if $\tilde{e}_{i} b$ or $\tilde{f}_{i} b$ does not belong to $B_{l}$, namely, if $b_{j}$ or $\bar{b}_{j}$ for some $j$ becomes negative or $s(b)$ exceeds $l$, we understand it to be 0 .
Theorem 4.1 [Misra et al. 2010]. (i) The $G_{2}^{(1)}$-crystal $B_{l}$ is a perfect crystal of level l.
(ii) The family of the perfect crystals $\left\{B_{l}\right\}_{l \geq 1}$ forms a coherent family and the crystal $B_{\infty}$ is its limit with the vector $b_{\infty}=(0,0,0,0,0,0)$.

As was shown in [Misra et al. 2010], the minimal elements are given by

$$
\left(B_{l}\right)_{\min }=\left\{(\alpha, \beta, \beta, \beta, \beta, \alpha) \mid \alpha \in \mathbb{Z}_{\geq 0}, \beta \in\left(\mathbb{Z}_{\geq 0}\right) / 3,2 \alpha+3 \beta \leq l\right\} .
$$

Set $J=\left\{(l, b) \mid l \in \mathbb{Z}_{\geq 1}, b \in\left(B_{l}\right)_{\min }\right\}$ and let the maps $\varepsilon, \varphi:\left(B_{l}\right)_{\min } \rightarrow\left(P_{\mathrm{cl}}^{+}\right)_{l}$ be as in Definition 3.7. Then we have wt $b_{\infty}=0$ and

$$
\varepsilon_{i}\left(b_{\infty}\right)=\varphi_{i}\left(b_{\infty}\right)=0 \quad \text { for } i=0,1,2 .
$$

For $\left(l, b_{0}\right) \in J$, since $\varepsilon\left(b_{0}\right)=\varphi\left(b_{0}\right)$, one can set $\lambda=\varepsilon\left(b_{0}\right)=\varphi\left(b_{0}\right)$. For

$$
b=\left(b_{1}, b_{2}, b_{3}, \bar{b}_{3}, \bar{b}_{2}, \bar{b}_{1}\right) \in B_{l}
$$

we define a map

$$
f_{\left(l, b_{0}\right)}: T_{\lambda} \otimes B_{l} \otimes B_{-\lambda} \rightarrow B_{\infty}
$$

by

$$
f_{\left(l, b_{0}\right)}\left(t_{\lambda} \otimes b \otimes t_{-\lambda}\right)=b^{\prime}=\left(v_{1}, \nu_{2}, v_{3}, \bar{v}_{3}, \bar{v}_{2}, \bar{v}_{1}\right)
$$

where $b_{0}=(\alpha, \beta, \beta, \beta, \beta, \alpha)$, and

$$
\begin{array}{ll}
\nu_{1}=b_{1}-\alpha, & \bar{v}_{1}=\bar{b}_{1}-\alpha, \\
v_{2}=b_{2}-\beta, & \bar{v}_{2}=\bar{b}_{2}-\beta, \\
v_{3}=b_{3}-\beta, & \bar{v}_{3}=\bar{b}_{3}-\beta .
\end{array}
$$

Finally, we obtain

$$
B_{\infty}=\bigcup_{(l, b) \in J} \operatorname{Im} f_{(l, b)}
$$

## 5. Affine geometric crystal $\mathscr{V}_{1}\left(D_{4}^{(3)}\right)$

Fundamental representation $\boldsymbol{W}\left(\boldsymbol{\varpi}_{\mathbf{1}}\right)$ for $\boldsymbol{D}_{\mathbf{4}}^{(\mathbf{3})}$. Let $\mathbf{c}=\sum_{i} a_{i}^{\vee} \alpha_{i}^{\vee}$ be the canonical central element in an affine Lie algebra $\mathfrak{g}$ (see [Kac 1990, 6.1]), $\left\{\Lambda_{i} \mid i \in I\right\}$ the set of fundamental weights as in the previous section and $\varpi_{1}:=\Lambda_{1}-a_{1}^{\vee} \Lambda_{0}$ the fundamental weight (of level 0 ). Let $W\left(\varpi_{1}\right)$ be the fundamental representation of $U_{q}^{\prime}(\mathfrak{g})$ associated with $\varpi_{1}$ [Kashiwara 2002].

By [Kashiwara 2002, Theorem 5.17], $W\left(\varpi_{1}\right)$ is a finite-dimensional irreducible integrable $U_{q}^{\prime}(\mathfrak{g})$-module and has a global basis with a simple crystal. Thus, we can consider the specialization $q=1$ and obtain the finite-dimensional $\mathfrak{g}$-module $W\left(\varpi_{1}\right)$, which we call a fundamental representation of $\mathfrak{g}$ and use the same notation as above.

We shall present the explicit form of $W\left(\varpi_{1}\right)$ for $\mathfrak{g}=D_{4}^{(3)}$.
$\boldsymbol{W}\left(\varpi_{\mathbf{1}}\right)$ for $\boldsymbol{D}_{\mathbf{4}}^{(\mathbf{3})}$. The Cartan matrix $A=\left(a_{i, j}\right)_{i, j=0,1,2}$ of type $D_{4}^{(3)}$ is given by

$$
A=\left(\begin{array}{rrr}
2 & -1 & 0 \\
-1 & 2 & -3 \\
0 & -1 & 2
\end{array}\right)
$$

Then the simple roots are

$$
\alpha_{0}=2 \Lambda_{0}-\Lambda_{1}+\delta, \quad \alpha_{1}=-\Lambda_{0}+2 \Lambda_{1}-\Lambda_{2}, \quad \alpha_{2}=-3 \Lambda_{1}+2 \Lambda_{2}
$$

and the Dynkin diagram is this:


The $D_{4}^{(3)}$-module $W\left(\varpi_{1}\right)$ is an 8-dimensional module with the basis

$$
\left\{v_{1}, v_{2}, v_{3}, v_{0}, \varnothing, v_{\overline{3}}, v_{\overline{2}}, v_{\overline{1}}\right\}
$$

The explicit form of $W\left(\varpi_{1}\right)$ is given in [Kashiwara et al. 2007].
$\operatorname{wt}\left(v_{1}\right)=\Lambda_{1}-2 \Lambda_{0}, \quad \operatorname{wt}\left(v_{2}\right)=-\Lambda_{0}-\Lambda_{1}+\Lambda_{2}, \quad \operatorname{wt}\left(v_{3}\right)=-\Lambda_{0}+2 \Lambda_{1}-\Lambda_{2}$, $\mathrm{wt}\left(v_{\bar{i}}\right)=-\mathrm{wt}\left(v_{i}\right)(i=1,2,3), \quad \operatorname{wt}\left(v_{0}\right)=\mathrm{wt}(\varnothing)=0$.

The actions of $e_{i}$ and $f_{i}$ on these basis vectors are given as follows:

$$
\begin{aligned}
& f_{0}\left(v_{0}, v_{\overline{3}}, v_{\overline{2}}, v_{\overline{1}}, \varnothing\right)=\left(v_{1}, v_{2}, v_{3}, \varnothing+\frac{1}{2} v_{0}, \frac{3}{2} v_{1}\right), \\
& f_{1}\left(v_{1}, v_{3}, v_{0}, v_{\overline{2}}\right)=\left(v_{2}, v_{0}, 2 v_{\overline{3}}, v_{\overline{1}}\right), \quad f_{2}\left(v_{2}, v_{\overline{3}}\right)=\left(v_{3}, v_{\overline{2}}\right), \\
& e_{0}\left(v_{1}, v_{2}, v_{3}, v_{0}, \varnothing\right)=\left(\varnothing+\frac{1}{2} v_{0}, v_{\overline{3}}, v_{\overline{2}}, v_{\overline{1}}, \frac{3}{2} v_{\overline{1}}\right), \\
& e_{1}\left(v_{2}, v_{0}, v_{\overline{3}}, v_{\overline{1}}\right)=\left(v_{1}, 2 v_{3}, v_{0}, v_{\overline{2}}\right), \quad e_{2}\left(v_{3}, v_{\overline{2}}\right)=\left(v_{2}, v_{\overline{3}}\right),
\end{aligned}
$$

where we give nontrivial actions only.

Construction of the affine geometric crystal $\mathscr{V}_{1}\left(\boldsymbol{D}_{4}^{(3)}\right)$ in $\boldsymbol{W}\left(\varpi_{1}\right)$. In this section, we follow [Igarashi and Nakashima 2010]. For $\xi \in\left(\mathrm{t}_{\mathrm{cl}}^{*}\right)_{0}$, let $t(\xi)$ be the translation as in [Kashiwara 2002, Section 4] and $\widetilde{\varpi}_{i}$ as in [Kashiwara 2005]; indeed, $\widetilde{\varpi}_{i}:=$ $\max \left(1,2 /\left(\alpha_{i}, \alpha_{i}\right)\right) \varpi_{i}$. Then we have

$$
\begin{aligned}
& t\left(\widetilde{\varpi}_{1}\right)=s_{0} s_{1} s_{2} s_{1} s_{2} s_{1}=: w_{1}, \\
& t\left(\mathrm{wt}\left(v_{\overline{2}}\right)\right)=s_{2} s_{1} s_{2} s_{1} s_{0} s_{1}=: w_{2} .
\end{aligned}
$$

Associated with these Weyl group elements $w_{1}$ and $w_{2}$, we define algebraic varieties $\mathscr{V}_{1}=\mathscr{V}_{1}\left(D_{4}^{(3)}\right)$ and $\mathscr{V}_{2}=\mathscr{V}_{2}\left(D_{4}^{(3)}\right) \subset W\left(\varpi_{1}\right)$ respectively:
$\mathscr{V}_{1}:=\left\{V_{1}(x):=Y_{0}\left(x_{0}\right) Y_{1}\left(x_{1}\right) Y_{2}\left(x_{2}\right) Y_{1}\left(x_{3}\right) Y_{2}\left(x_{4}\right) Y_{1}\left(x_{5}\right) v_{1} \mid x_{i} \in \mathbb{C}^{\times}, 0 \leq i \leq 5\right\}$,
$\mathscr{V}_{2}:=\left\{V_{2}(y):=Y_{2}\left(y_{2}\right) Y_{1}\left(y_{1}\right) Y_{2}\left(y_{4}\right) Y_{1}\left(y_{3}\right) Y_{0}\left(y_{0}\right) Y_{1}\left(y_{5}\right) v_{2} \mid y_{i} \in \mathbb{C}^{\times}, 0 \leq i \leq 5\right\}$.
Owing to the explicit forms of $f_{i}$ 's on $W\left(\varpi_{1}\right)$ as above, we have $f_{0}^{3}=0, f_{1}^{3}=0$ and $f_{2}^{2}=0$ and then

$$
Y_{i}(c)=\left(1+\frac{f_{i}}{c}+\frac{f_{i}^{2}}{2 c^{2}}\right) \alpha_{i}^{\vee}(c)(i=0,1), \quad Y_{2}(c)=\left(1+\frac{f_{2}}{c}\right) \alpha_{2}^{\vee}(c)
$$

We get explicit forms of $V_{1}(x) \in \mathscr{V}_{1}$ and $V_{2}(y) \in \mathscr{V}_{2}$ as in [Nakashima 2007]:

$$
\begin{aligned}
& V_{1}(x)=\sum_{1 \leq i \leq 3}\left(X_{i} v_{i}+X_{\bar{i}} v_{\bar{i}}\right)+X_{0} v_{0}+X_{\varnothing} \varnothing \\
& V_{2}(y)=\sum_{1 \leq i \leq 3}\left(Y_{i} v_{i}+Y_{\bar{i}} v_{\bar{i}}\right)+Y_{0} v_{0}+Y_{\varnothing} \varnothing
\end{aligned}
$$

where the rational functions $X_{i}$ 's and $Y_{i}$ 's are all positive in $\left(x_{0}, \ldots, x_{5}\right)$ and $\left(y_{0}, \ldots, y_{5}\right)$ respectively (as for their explicit forms, see [Igarashi and Nakashima 2010]) and for any $x$ there exist a unique rational function $a(x)$ and $y$ such that $V_{2}(y)=a(x) V_{1}(x)$. Using this result, we get the positive birational isomorphism $\bar{\sigma}: \mathscr{V}_{1} \rightarrow \mathscr{V}_{2}\left(V_{1}(x) \mapsto V_{2}(y)\right)$ and we know that its inverse $\bar{\sigma}^{-1}$ is also positive. The actions of $\bar{e}_{0}^{c}$ on $V_{2}(y)$ (respectively $\bar{\gamma}_{0}\left(V_{2}(y)\right)$ and $\bar{\varepsilon}_{0}\left(V_{2}(y)\right)$ ) are induced from the ones on $Y_{2}\left(y_{2}\right) Y_{1}\left(y_{1}\right) Y_{2}\left(y_{4}\right) Y_{1}\left(y_{3}\right) Y_{0}\left(y_{0}\right) Y_{1}\left(y_{5}\right)$ as an element of the geometric crystal $\mathscr{V}_{2}$. We define the action $e_{0}^{c}$ on $V_{1}(x)$ by

$$
\begin{equation*}
e_{0}^{c}\left(V_{1}(x)\right):=\bar{\sigma}^{-1} \circ \bar{e}_{0}^{c} \circ \bar{\sigma}\left(V_{1}(x)\right) . \tag{5-1}
\end{equation*}
$$

We also define $\gamma_{0}\left(V_{1}(x)\right)$ and $\varepsilon_{0}\left(V_{1}(x)\right)$ by

$$
\begin{equation*}
\gamma_{0}\left(V_{1}(x)\right):=\bar{\gamma}_{0}\left(\bar{\sigma}\left(V_{1}(x)\right)\right), \quad \varepsilon_{0}\left(V_{1}(x)\right):=\bar{\varepsilon}_{0}\left(\bar{\sigma}\left(V_{1}(x)\right)\right) . \tag{5-2}
\end{equation*}
$$

Theorem 5.1 [Igarashi and Nakashima 2010]. Together with (5-1), (5-2) on $\mathscr{V}_{1}$, we obtain a positive affine geometric crystal $\chi:=\left(\mathscr{V}_{1},\left\{e_{i}\right\}_{i \in I},\left\{\gamma_{i}\right\}_{i \in I},\left\{\varepsilon_{i}\right\}_{i \in I}\right)$
$(I=\{0,1,2\})$, whose explicit form is as follows: first we have $e_{i}^{c}, \gamma_{i}$, and $\varepsilon_{i}$, for $i=1,2$, from (2-2), (2-3), and (2-4):

$$
\begin{aligned}
& e_{1}^{c}\left(V_{1}(x)\right)=V_{1}\left(x_{0}, \mathscr{C}_{1} x_{1}, x_{2}, \mathscr{C}_{3} x_{3}, x_{4}, \mathscr{C}_{5} x_{5}\right), \\
& e_{2}^{c}\left(V_{1}(x)\right)=V_{1}\left(x_{0}, x_{1}, \mathscr{C}_{2} x_{2}, x_{3}, \mathscr{C}_{4} x_{4}, x_{5}\right),
\end{aligned}
$$

where

$$
\begin{aligned}
& \mathscr{C}_{1}=\frac{\frac{c x_{0}}{x_{1}}+\frac{x_{0} x_{2}}{x_{1}^{2} x_{3}}+\frac{x_{0} x_{2} x_{4}}{x_{1}^{2} x_{3}^{2} x_{5}}}{\frac{x_{0}}{x_{1}}+\frac{x_{0} x_{2}}{x_{1}^{2} x_{3}}+\frac{x_{0} x_{2} x_{4}}{x_{1}^{2} x_{3}^{2} x_{5}}}, \quad \mathscr{C}_{3}=\frac{\frac{c x_{0}}{x_{1}}+\frac{c x_{0} x_{2}}{x_{1}^{2} x_{3}}+\frac{x_{0} x_{2} x_{4}}{x_{1}^{2} x_{3}^{2} x_{5}}}{\frac{c x_{0}}{x_{1}}+\frac{x_{0} x_{2}}{x_{1}^{2} x_{3}}+\frac{x_{0} x_{2} x_{4}}{x_{1}^{2} x_{3}^{2} x_{5}}} \\
& \mathscr{C}_{5}=\frac{c\left(\frac{x_{0}}{x_{1}}+\frac{x_{0} x_{2}}{x_{1}^{2} x_{3}}+\frac{x_{0} x_{2} x_{4}}{x_{1}^{2} x_{3}^{2} x_{5}}\right)}{\frac{c x_{0}}{x_{1}}+\frac{c x_{0} x_{2}}{x_{1}^{2} x_{3}}+\frac{x_{0} x_{2} x_{4}}{x_{1}^{2} x_{3}^{2} x_{5}}}, \quad \mathscr{C}_{2}=\frac{\frac{c x_{1}^{3}}{x_{2}}+\frac{x_{1}^{3} x_{3}^{3}}{x_{2}^{2} x_{4}}}{\frac{x_{1}^{3}}{x_{2}}+\frac{x_{1}^{3} x_{3}^{3}}{x_{2}^{2} x_{4}}, \quad \mathscr{C}_{4}=\frac{c\left(\frac{x_{1}^{3}}{x_{2}}+\frac{x_{1}^{3} x_{3}^{3}}{x_{2}^{2} x_{4}}\right)}{\frac{c x_{1}^{3}}{x_{2}}+\frac{x_{1}^{3} x_{3}^{3}}{x_{2}^{2} x_{4}}},} \\
& \varepsilon_{1}\left(V_{1}(x)\right)=\frac{x_{0}}{x_{1}}+\frac{x_{0} x_{2}}{x_{1}^{2} x_{3}}+\frac{x_{0} x_{2} x_{4}}{x_{1}^{2} x_{3}^{2} x_{5}}, \quad \varepsilon_{2}\left(V_{1}(x)\right)=\frac{x_{1}^{3}}{x_{2}}+\frac{x_{1}^{3} x_{3}^{3}}{x_{2}^{2} x_{4}}, \\
& \gamma_{1}\left(V_{1}(x)\right)=\frac{x_{1}^{2} x_{3}^{2} x_{5}^{2}}{x_{0} x_{2} x_{4}}, \quad \gamma_{2}\left(V_{1}(x)\right)=\frac{x_{2}^{2} x_{4}^{2}}{x_{1}^{3} x_{3}^{3} x_{5}^{3}} .
\end{aligned}
$$

We also have $e_{0}^{c}, \varepsilon_{0}$ and $\gamma_{0}$ on $V_{1}(x)$ :

$$
\begin{aligned}
& e_{0}^{c}\left(V_{1}(x)\right)=V_{1}\left(\frac{D}{c \cdot E} x_{0}, \frac{F}{c \cdot E} x_{1}, \frac{G}{c^{3} \cdot E^{3}} x_{2}, \frac{D \cdot H}{c^{2} \cdot E \cdot F} x_{3}, \frac{D^{3}}{c^{3} \cdot G} x_{4}, \frac{D}{c \cdot H} x_{5}\right), \\
& \varepsilon_{0}\left(V_{1}(x)\right)=\frac{E}{x_{0}^{3} x_{2} x_{3}}, \quad \gamma_{0}\left(V_{1}(x)\right)=\frac{x_{0}^{2}}{x_{1} x_{3} x_{5}},
\end{aligned}
$$

where

$$
\begin{aligned}
& D=c^{2} x_{0}^{2} x_{2} x_{3}+x_{1} x_{2} x_{3}^{2} x_{5}+c x_{0}\left(x_{1} x_{3}^{3}+x_{2}\left(x_{3}^{2}+x_{1} x_{4}+x_{1} x_{3} x_{5}\right)\right) \text {, } \\
& E=x_{0}^{2} x_{2} x_{3}+x_{1} x_{2} x_{3}^{2} x_{5}+x_{0}\left(x_{1} x_{3}^{3}+x_{2}\left(x_{3}^{2}+x_{1} x_{4}+x_{1} x_{3} x_{5}\right)\right) \text {, } \\
& F=x_{2} x_{3}^{2}\left(x_{0}+x_{1} x_{5}\right)+c x_{0}\left(x_{0} x_{2} x_{3}+x_{1}\left(x_{3}^{3}+x_{2} x_{4}+x_{2} x_{3} x_{5}\right)\right) \text {, } \\
& G=c^{3} x_{0}{ }^{6} x_{2}{ }^{3} x_{3}{ }^{3}+3 c^{2} x_{0}{ }^{5} x_{2}{ }^{3} x_{3}{ }^{4}+3 c^{2} x_{0}{ }^{5} x_{1} x_{2}{ }^{2} x_{3}{ }^{5}+3 c x_{0}{ }^{4} x_{2}{ }^{3} x_{3}{ }^{5} \\
& +6 c x_{0}{ }^{4} x_{1} x_{2}{ }^{2} x_{3}{ }^{6}+x_{0}{ }^{3} x_{2}{ }^{3} x_{3}{ }^{6}+3 c x_{0}{ }^{4} x_{1}{ }^{2} x_{2} x_{3}{ }^{7}+3 x_{0}{ }^{3} x_{1} x_{2}{ }^{2} x_{3}{ }^{7} \\
& +3 x_{0}{ }^{3} x_{1}{ }^{2} x_{2} x_{3}{ }^{8}+x_{0}{ }^{3} x_{1}{ }^{3} x_{3}{ }^{9}+3 c^{3} x_{0}{ }^{5} x_{1} x_{2}{ }^{3} x_{3}{ }^{2} x_{4}+6 c^{2} x_{0}{ }^{4} x_{1} x_{2}{ }^{3} x_{3}{ }^{3} x_{4} \\
& +3 c x_{0}{ }^{4} x_{1}{ }^{2} x_{2}{ }^{2} x_{3}{ }^{4} x_{4}+3 c^{3} x_{0}{ }^{4} x_{1}{ }^{2} x_{2}{ }^{2} x_{3}{ }^{4} x_{4}+3 c x_{0}{ }^{3} x_{1} x_{2}{ }^{3} x_{3}{ }^{4} x_{4} \\
& +3 x_{0}{ }^{3} x_{1}{ }^{2} x_{2}{ }^{2} x_{3}{ }^{5} x_{4}+3 c^{2} x_{0}{ }^{3} x_{1}{ }^{2} x_{2}{ }^{2} x_{3}{ }^{5} x_{4}+2 x_{0}{ }^{3} x_{1}{ }^{3} x_{2} x_{3}{ }^{6} x_{4} \\
& +c^{3} x_{0}{ }^{3} x_{1}{ }^{3} x_{2} x_{3}{ }^{6} x_{4}+3 c^{3} x_{0}{ }^{4} x_{1}{ }^{2} x_{2}{ }^{3} x_{3} x_{4}{ }^{2}+3 c^{2} x_{0}{ }^{3} x_{1}{ }^{2} x_{2}{ }^{3} x_{3}{ }^{2} x_{4}{ }^{2} \\
& +x_{0}{ }^{3} x_{1}^{3} x_{2}^{2} x_{3}{ }^{3} x_{4}^{2}+2 c^{3} x_{0}^{3} x_{1}{ }^{3} x_{2}^{2} x_{3}^{3} x_{4}{ }^{2}+c^{3} x_{0}{ }^{3} x_{1}^{3} x_{2}{ }^{3} x_{4}{ }^{3}
\end{aligned}
$$

$$
\begin{aligned}
& +3 c^{3} x_{0}{ }^{5} x_{1} x_{2}{ }^{3} x_{3}{ }^{3} x_{5}+9 c^{2} x_{0}{ }^{4} x_{1} x_{2}{ }^{3} x_{3}{ }^{4} x_{5}+6 c^{2} x_{0}{ }^{4} x_{1}{ }^{2} x_{2}{ }^{2} x_{3}{ }^{5} x_{5} \\
& +9 c x_{0}{ }^{3} x_{1} x_{2}{ }^{3} x_{3}{ }^{5} x_{5}+12 c x_{0}{ }^{3} x_{1}{ }^{2} x_{2}{ }^{2} x_{3}{ }^{6} x_{5}+3 x_{0}{ }^{2} x_{1} x_{2}{ }^{3} x_{3}{ }^{6} x_{5} \\
& +3 c x_{0}^{3} x_{1}{ }^{3} x_{2} x_{3}{ }^{7} x_{5}+6 x_{0}{ }^{2} x_{1}{ }^{2} x_{2}{ }^{2} x_{3}{ }^{7} x_{5}+3 x_{0}{ }^{2} x_{1}{ }^{3} x_{2} x_{3}{ }^{8} x_{5} \\
& +6 c^{3} x_{0}{ }^{4} x_{1}^{2} x_{2}^{3} x_{3}^{2} x_{4} x_{5}+12 c^{2} x_{0}^{3} x_{1}{ }^{2} x_{2}{ }^{3} x_{3}^{3} x_{4} x_{5}+3 c x_{0}{ }^{3} x_{1}{ }^{3} x_{2}{ }^{2} x_{3}{ }^{4} x_{4} x_{5} \\
& +3 c^{3} x_{0}{ }^{3} x_{1}{ }^{3} x_{2}{ }^{2} x_{3}{ }^{4} x_{4} x_{5}+6 c x_{0}{ }^{2} x_{1}{ }^{2} x_{2}{ }^{3} x_{3}{ }^{4} x_{4} x_{5}+3 x_{0}{ }^{2} x_{1}{ }^{3} x_{2}{ }^{2} x_{3}{ }^{5} x_{4} x_{5} \\
& +3 c^{2} x_{0}{ }^{2} x_{1}^{3} x_{2}{ }^{2} x_{3}{ }^{5} x_{4} x_{5}+3 c^{3} x_{0}{ }^{3} x_{1}{ }^{3} x_{2}{ }^{3} x_{3} x_{4}{ }^{2} x_{5}+3 c^{2} x_{0}{ }^{2} x_{1}{ }^{3} x_{2}{ }^{3} x_{3}{ }^{2} x_{4}{ }^{2} x_{5} \\
& +3 c^{3} x_{0}{ }^{4} x_{1}^{2} x_{2}^{3} x_{3}^{3} x_{5}^{2}+9 c^{2} x_{0}{ }^{3} x_{1}{ }^{2} x_{2}{ }^{3} x_{3}{ }^{4} x_{5}{ }^{2}+3 c^{2} x_{0}{ }^{3} x_{1}{ }^{3} x_{2}{ }^{2} x_{3}{ }^{5} x_{5}{ }^{2} \\
& +9 c x_{0}^{2} x_{1}^{2} x_{2}^{3} x_{3}^{5} x_{5}^{2}+6 c x_{0}^{2} x_{1}^{3} x_{2}^{2} x_{3}{ }^{6} x_{5}^{2}+3 x_{0} x_{1}^{2} x_{2}{ }^{3} x_{3}{ }^{6} x_{5}{ }^{2} \\
& +3 x_{0} x_{1}{ }^{3} x_{2}{ }^{2} x_{3}{ }^{7} x_{5}{ }^{2}+3 c^{3} x_{0}{ }^{3} x_{1}{ }^{3} x_{2}{ }^{3} x_{3}{ }^{2} x_{4} x_{5}{ }^{2}+6 c^{2} x_{0}{ }^{2} x_{1}{ }^{3} x_{2}{ }^{3} x_{3}{ }^{3} x_{4} x_{5}{ }^{2} \\
& +3 c x_{0} x_{1}{ }^{3} x_{2}{ }^{3} x_{3}{ }^{4} x_{4} x_{5}{ }^{2}+c^{3} x_{0}{ }^{3} x_{1}{ }^{3} x_{2}{ }^{3} x_{3}{ }^{3} x_{5}{ }^{3}+3 c^{2} x_{0}{ }^{2} x_{1}{ }^{3} x_{2}{ }^{3} x_{3}{ }^{4} x_{5}{ }^{3} \\
& +3 c x_{0} x_{1}^{3} x_{2}{ }^{3} x_{3}{ }^{5} x_{5}^{3}+x_{1}{ }^{3} x_{2}{ }^{3} x_{3}{ }^{6} x_{5}{ }^{3} \text {, } \\
& H=c x_{0}^{2} x_{2} x_{3}+x_{0} x_{2} x_{3}^{2}+x_{0} x_{1} x_{3}^{3}+x_{0} x_{1} x_{2} x_{4}+c x_{0} x_{1} x_{2} x_{3} x_{5}+x_{1} x_{2} x_{3}^{2} x_{5} .
\end{aligned}
$$

## 6. Ultra-discretization

We denote the positive structure on $\chi$ as in the previous section by $\theta: T^{\prime}:=$ $\left(\mathbb{C}^{\times}\right)^{6} \rightarrow \mathscr{V}_{1}\left(x \mapsto V_{1}(x)\right)$. Then by Corollary 2.7 we obtain the ultra-discretization $\mathscr{D}\left(\chi, T^{\prime}, \theta\right)$, which is a Kashiwara's crystal. Now we show that the conjecture in [Igarashi and Nakashima 2010] is correct.

Theorem 6.1. The crystal $\ddots \mathscr{D}\left(\chi, T^{\prime}, \theta\right)$ as above is isomorphic to the crystal $B_{\infty}$ of type $G_{2}^{(1)}$ as in Section 4.

To show this, we display the explicit crystal structure on $\mathscr{X}:=\mathscr{\mathscr { D }}\left(\chi, T^{\prime}, \theta\right)$. Note that $\mathscr{\mathscr { D }}(\chi)=\mathbb{Z}^{6}$ as a set. Here as for variables in $\mathscr{X}$, we use the same notations $c, x_{0}, x_{1}, \ldots, x_{5}$ as for $\chi$.

For $x=\left(x_{0}, x_{1}, \ldots, x_{5}\right) \in \mathscr{X}$, it follows from the results in the previous section that the functions $\mathrm{wt}_{i}$ and $\varepsilon_{i}(i=0,1,2)$ are given as

$$
\begin{aligned}
& \mathrm{wt}_{0}(x)=2 x_{0}-x_{1}-x_{3}-x_{5}, \quad \mathrm{wt}_{1}(x)=2\left(x_{1}+x_{3}+x_{5}\right)-x_{0}-x_{2}-x_{4} \\
& \mathrm{wt}_{2}(x)=2\left(x_{2}+x_{4}\right)-3\left(x_{1}-x_{3}-x_{5}\right)
\end{aligned}
$$

Set

$$
\begin{align*}
& \alpha:=2 x_{0}+x_{2}+x_{3}, \beta:=x_{1}+x_{2}+2 x_{3}+x_{5}, \\
& \delta:=x_{0}+x_{2}+2 x_{3}, \epsilon:=x_{0}+x_{1}+x_{2}+x_{4},  \tag{6-1}\\
& \delta:=x_{0}+x_{1}+x_{2}+x_{3}+x_{5} .
\end{align*}
$$

Then we have

$$
\begin{align*}
& \varepsilon_{0}(x)=\max (\alpha, \beta, \gamma, \delta, \epsilon, \phi)-\left(3 x_{0}+x_{2}+x_{3}\right) \\
& \varepsilon_{1}(x)=\max \left(x_{0}-x_{1}, x_{0}+x_{2}-2 x_{1}-x_{3}, x_{0}+x_{2}+x_{4}-2 x_{1}-2 x_{3}-x_{5}\right)  \tag{6-2}\\
& \varepsilon_{2}(x)=\max \left(3 x_{1}-x_{2}, 3 x_{1}+3 x_{3}-2 x_{2}-x_{4}\right)
\end{align*}
$$

Indeed, from the explicit form of $G$ in the previous section we have $\left.\mathscr{D}(G)\right|_{c=-1}$ $=\max (-3+3 \alpha,-2+2 \alpha+\delta,-2+2 \alpha+\gamma,-1+\alpha+2 \delta,-1+\alpha+\gamma+\delta, 3 \delta$, $-1+\alpha+2 \gamma, \gamma+2 \delta, 2 \gamma+\delta, 3 \gamma,-3+2 \alpha+\epsilon,-2+\alpha+\delta+\epsilon,-1+\alpha+\gamma+\epsilon$, $-1+2 \delta+\epsilon, \gamma+\delta+\epsilon, 2 \gamma+\epsilon,-3+\alpha+2 \epsilon,-2+\delta+2 \epsilon, \gamma+2 \epsilon,-3+3 \epsilon,-3+2 \alpha+\phi$, $-2+\alpha+\delta+\phi,-2+\alpha+\gamma+\phi,-1+2 \delta+\phi,-1+\gamma+\delta+\phi, \beta+2 \delta,-1+2 \gamma+\phi$, $\beta+\gamma+\delta, \beta+2 \gamma,-3+\alpha+\epsilon+\phi,-2+\delta+\epsilon+\phi,-1+\gamma+\epsilon+\phi,-1+\beta+\delta+\epsilon$, $\beta+\gamma+\epsilon,-3+2 \epsilon+\phi,-2+\beta+2 \epsilon,-3+\alpha+2 \phi,-2+\delta+2 \phi,-2+\gamma+2 \phi$, $-1+\alpha+2 \beta,-1+\beta+\gamma+\phi, 2 \beta+\delta, 2 \beta+\gamma,-3+\epsilon+2 \phi,-2+\beta+\epsilon+\phi,-1+2 \beta+\epsilon$, $-3+3 \phi,-2+\beta+2 \phi,-1+2 \beta+\phi, 3 \beta)$.

We simplify this by using the following lemma:
Lemma 6.2. For $m_{1}, \ldots, m_{k} \in \mathbb{R}$ and $t_{1}, \ldots, t_{k} \in \mathbb{R}_{\geq 0}$ such that $t_{1}+\cdots+t_{k}=1$, we have

$$
\max \left(m_{1}, \ldots, m_{k}, \sum_{i=1}^{k} t_{i} m_{i}\right)=\max \left(m_{1}, \ldots, m_{k}\right)
$$

Since we have

$$
\begin{aligned}
-2+2 \alpha+\delta & =\frac{2(-3+3 \alpha)+3 \delta}{3}, & -2+2 \alpha+\gamma & =\frac{2(-3+3 \alpha)+3 \gamma}{3}, \\
-1+\alpha+2 \delta & =\frac{2 \cdot 3 \delta+(-3+3 \alpha)}{3}, & -1+\alpha+\gamma+\delta & =\frac{(-3+3 \alpha)+3 \gamma+3 \delta}{3}, \\
-1+\alpha+2 \gamma & =\frac{(-3+3 \alpha)+2 \cdot 3 \gamma}{3}, & \gamma+2 \delta & =\frac{2 \cdot 3 \delta+3 \gamma}{3},
\end{aligned}
$$

and so on, we deduce using the lemma that
$\left.ひ \mathscr{D}(G)\right|_{c=-1}=\max (-3+3 \alpha, 3 \beta, 3 \gamma, 3 \delta,-3+3 \epsilon,-3+3 \phi,-1+\alpha+\gamma+\epsilon$,

$$
\gamma+\delta+\epsilon, \gamma+2 \epsilon, 2 \gamma+\epsilon,-1+\gamma+\epsilon+\phi, \beta+\gamma+\epsilon) .
$$

Next, we describe the actions of $\tilde{f}_{i}(i=0,1,2)$. Set $\Xi_{j}:=\left.\bigcup \mathscr{D}\left(\mathscr{C}_{j}\right)\right|_{c=-1}$, for $j=1, \ldots, 5$. Then we have

$$
\begin{aligned}
& \Xi_{1}=\max \left(-1+x_{0}-x_{1}, x_{0}+x_{2}-2 x_{1}-x_{3}, x_{0}+x_{2}+x_{4}-2 x_{1}-2 x_{3}-x_{5}\right) \\
& \quad-\max \left(x_{0}-x_{1}, x_{0}+x_{2}-2 x_{1}-x_{3}, x_{0}+x_{2}+x_{4}-2 x_{1}-2 x_{3}-x_{5}\right), \\
& \Xi_{3}=\max \left(-1+x_{0}-x_{1},-1+x_{0}+x_{2}-2 x_{1}-x_{3}, x_{0}+x_{2}+x_{4}-2 x_{1}-2 x_{3}-x_{5}\right) \\
& \quad-\max \left(-1+x_{0}-x_{1}, x_{0}+x_{2}-2 x_{1}-x_{3}, x_{0}+x_{2}+x_{4}-2 x_{1}-2 x_{3}-x_{5}\right), \\
& \Xi_{5}=\max \left(-1+x_{0}-x_{1},-1+x_{0}+x_{2}-2 x_{1}-x_{3},-1+x_{0}+x_{2}+x_{4}-2 x_{1}-2 x_{3}-x_{5}\right) \\
& \quad-\max \left(-1+x_{0}-x_{1},-1+x_{0}+x_{2}-2 x_{1}-x_{3}, x_{0}+x_{2}+x_{4}-2 x_{1}-2 x_{3}-x_{5}\right), \\
& \begin{array}{r}
\Xi_{2}=\max \left(-1+3 x_{1}-x_{2}, 3 x_{1}+3 x_{3}-2 x_{2}-x_{4}\right) \\
\\
\quad-\max \left(3 x_{1}-x_{2}, 3 x_{1}+3 x_{3}-2 x_{2}-x_{4}\right), \\
\Xi_{4}=\max \left(-1+3 x_{1}-x_{2},-1+3 x_{1}+3 x_{3}-2 x_{2}-x_{4}\right) \\
\\
\quad \max \left(-1+3 x_{1}-x_{2}, 3 x_{1}+3 x_{3}-2 x_{2}-x_{4}\right) .
\end{array}
\end{aligned}
$$

Therefore, for $x \in \mathscr{X}$ we have

$$
\begin{aligned}
& \tilde{f}_{1}(x)=\left(x_{0}, x_{1}+\Xi_{1}, x_{2}, x_{3}+\Xi_{3}, x_{4}, x_{5}+\Xi_{5}\right), \\
& \tilde{f}_{2}(x)=\left(x_{0}, x_{1}, x_{2}+\Xi_{2}, x_{3}, x_{4}+\Xi_{4}, x_{5}\right)
\end{aligned}
$$

We obtain the action $\tilde{e}_{i}(i=1,2)$ by setting $c=1$ in $ひ \mathscr{D}\left(\mathscr{C}_{i}\right)$.
Finally, we describe the action of $\tilde{f}_{0}$. Set

$$
\begin{aligned}
& \Psi_{0}:= \max (-2+\alpha, \beta,-1+\gamma,-1+\delta,-1+\epsilon,-1+\phi)-\max (\alpha, \beta, \gamma, \delta, \epsilon, \phi)+1, \\
& \Psi_{1}:= \max (-1+\alpha, \beta,-1+\gamma, \delta,-1+\epsilon,-1+\phi)-\max (\alpha, \beta, \gamma, \delta, \epsilon, \phi)+1, \\
& \Psi_{2}:= \max (-3+3 \alpha, 3 \beta, 3 \gamma, 3 \delta,-3+3 \epsilon,-3+3 \phi,-1+\alpha+\gamma+\epsilon, \gamma+\delta+\epsilon, \\
&\gamma+2 \epsilon, 2 \gamma+\epsilon,-1+\gamma+\epsilon+\phi, \beta+\gamma+\epsilon)-3 \max (\alpha, \beta, \gamma, \delta, \epsilon, \phi)+3, \\
& \Psi_{3}:= \max (-2+\alpha, \beta,-1+\gamma,-1+\delta,-1+\epsilon,-1+\phi) \\
& \quad \max (-1+\alpha, \beta, \gamma, \delta, \epsilon,-1+\phi)-\max (\alpha, \beta, \gamma, \delta, \epsilon, \phi) \\
& \quad-\max (-1+\alpha, \beta,-1+\gamma, \delta,-1+\epsilon,-1+\phi)+2, \\
& \Psi_{4}:= 3 \max (-2+\alpha, \beta,-1+\gamma,-1+\delta,-1+\epsilon,-1+\phi) \\
&-\max (-3+3 \alpha, 3 \beta, 3 \gamma, 3 \delta,-3+3 \epsilon,-3+3 \phi,-1+\alpha+\gamma+\epsilon, \gamma+\delta+\epsilon, \\
&\gamma+2 \epsilon, 2 \gamma+\epsilon,-1+\gamma+\epsilon+\phi, \beta+\gamma+\epsilon)+3, \\
& \Psi_{5}:= \max (-2+\alpha, \beta,-1+\gamma,-1+\delta,-1+\epsilon,-1+\phi) \\
&-\max (1+\alpha, \beta, \gamma, \delta, \epsilon,-1+\phi)+1,
\end{aligned}
$$

where $\alpha, \beta, \ldots, \phi$ are as in (6-1). Therefore, by the explicit form of $e_{0}^{c}$ as in the previous section, we have

$$
\begin{equation*}
\tilde{f}_{0}(x)=\left(x_{0}+\Psi_{0}, x_{1}+\Psi_{1}, x_{2}+\Psi_{2}, x_{3}+\Psi_{3}, x_{4}+\Psi_{4}, x_{5}+\Psi_{5}\right) \tag{6-3}
\end{equation*}
$$

We have the explicit form of $\tilde{e}_{0}$ by setting $c=1$ in $\cup \mathscr{D}\left(\mathscr{C}_{i}\right)$.
Proof of Theorem 6.1. Define the map

$$
\begin{array}{rlcc}
\Omega: \quad \mathscr{} & \rightarrow & B_{\infty} \\
\left(x_{0}, \ldots, x_{5}\right) & \mapsto & \left(b_{1}, b_{2}, b_{3}, \bar{b}_{3}, \bar{b}_{2}, \bar{b}_{1}\right),
\end{array}
$$

by
$b_{1}=x_{5}, b_{2}=\frac{1}{3} x_{4}-x_{5}, b_{3}=x_{3}-\frac{2}{3} x_{4}, \bar{b}_{3}=\frac{2}{3} x_{2}-x_{3}, \quad \bar{b}_{2}=x_{1}-\frac{1}{3} x_{2}, \quad \bar{b} 1=x_{0}-x_{1}$, and $\Omega^{-1}$ is given by

$$
\begin{aligned}
& x_{0}=b_{1}+b_{2}+\frac{1}{2}\left(b_{3}+\bar{b}_{3}\right)+\bar{b}_{2}+\bar{b}_{1}, \quad x_{1}=b_{1}+b_{2}+\frac{1}{2}\left(b_{3}+\bar{b}_{3}\right)+\bar{b}_{2} \\
& x_{2}=3 b_{1}+3 b_{2}+\frac{3}{2}\left(b_{3}+\bar{b}_{3}\right), x_{3}=2 b_{1}+2 b_{2}+b_{3}, \quad x_{4}=3 b_{1}+3 b_{2}, x_{5}=b_{1}
\end{aligned}
$$

which means that $\Omega$ is bijective. Note that $\frac{3}{2}\left(b_{3}+\bar{b}_{3}\right) \in \mathbb{Z}$ by the definition of $B_{\infty}$ as on page 127 . We shall show that $\Omega$ is commutative with actions of $\tilde{f}_{i}$ and
preserves the functions $\mathrm{wt}_{i}$ and $\varepsilon_{i}$, that is,

$$
\tilde{f}_{i}(\Omega(x))=\Omega\left(\tilde{f}_{i} x\right), \quad \mathrm{wt}_{i}(\Omega(x))=\mathrm{wt}_{i}(x), \quad \varepsilon_{i}(\Omega(x))=\varepsilon_{i}(x) \quad(i=0,1,2)
$$

Indeed, the commutativity $\tilde{e}_{i}(\Omega(x))=\Omega\left(\tilde{e}_{i} x\right)$ is shown by a similar way. First, let us check wt ${ }_{i}$ :

Set $b=\Omega(x)$ and let $\left(z_{1}, z_{2}, z_{3}, z_{4}\right)$ be as in (4-2). By the explicit forms of $\mathrm{wt}_{i}$ on $\mathscr{X}$ and $B_{\infty}$, we have

$$
\begin{aligned}
\mathrm{wt}_{0}(\Omega(x)) & =\varphi_{0}(\Omega(x))-\varepsilon_{0}(\Omega(x))=2 z_{1}+z_{2}+z_{3}+3 z_{4} \\
& =2\left(\bar{b}_{1}-b_{1}\right)+\left(\bar{b}_{2}-\bar{b}_{3}\right)+\left(b_{3}-b_{2}\right)+\frac{3}{2}\left(\bar{b}_{3}-b_{3}\right) \\
& =2\left(\bar{b}_{1}-b_{1}\right)+\bar{b}_{2}-b_{2}+\frac{1}{2}\left(\bar{b}_{3}-b_{3}\right)=2 x_{0}-x_{1}-x_{3}-x_{5}=\mathrm{wt}_{0}(x), \\
\mathrm{wt}_{1}(\Omega(x)) & =\varphi_{1}(\Omega(x))-\varepsilon_{1}(\Omega(x)) \\
& =b_{1}+\left(b_{3}-b_{2}+\left(\bar{b}_{2}-\bar{b}_{3}\right)_{+}\right)_{+}-\left(\bar{b}_{1}+\left(\bar{b}_{3}-\bar{b}_{2}+\left(b_{2}-b_{3}\right)_{+}\right)_{+}\right) \\
& =b_{1}-\bar{b}_{1}-b_{2}+\bar{b}_{2}+b_{3}-\bar{b}_{3}=2\left(x_{1}+x_{3}+x_{5}\right)-x_{0}-x_{2}-x_{4} \\
& =\operatorname{wt}_{1}(x), \\
\mathrm{wt}_{2}(\Omega(x)) & =\varphi_{2}(\Omega(x))-\varepsilon_{2}(\Omega(x)) \\
& =3 b_{2}+\frac{3}{2}\left(\bar{b}_{3}-b_{3}\right)_{+}-3 \bar{b}_{2}-\frac{3}{2}\left(b_{3}-\bar{b}_{3}\right)_{+} \\
& =3 b_{2}-3 \bar{b}_{2}+\frac{3}{2}\left(\bar{b}_{3}-b_{3}\right)=2\left(x_{2}+x_{4}\right)-3\left(x_{1}+x_{3}+x_{5}\right)=\mathrm{wt}_{2}(x) .
\end{aligned}
$$

Next, we check $\varepsilon_{i}$ :

$$
\begin{aligned}
\varepsilon_{1}(\Omega(x)) & =\bar{b}_{1}+\left(\bar{b}_{3}-\bar{b}_{2}+\left(b_{2}-b_{3}\right)_{+}\right)_{+} \\
& =\max \left(\bar{b}_{1}, \bar{b}_{1}+\bar{b}_{3}-\bar{b}_{2}, \bar{b}_{1}+\bar{b}_{3}-\bar{b}_{2}+b_{2}-b_{3}\right) \\
& =\max \left(x_{0}-x_{1}, x_{0}-2 x_{1}+x_{2}-x_{3}, x_{0}-2 x_{1}+x_{2}-2 x_{3}+x_{4}-x_{5}\right)=\varepsilon_{1}(x), \\
\varepsilon_{2}(\Omega(x)) & =3 \bar{b}_{2}+\frac{3}{2}\left(b_{3}-\bar{b}_{3}\right)_{+}=\max \left(3 \bar{b}_{2}, 3 \bar{b}_{2}+\frac{3}{2}\left(b_{3}-\bar{b}_{3}\right)\right) \\
& =\max \left(3 x_{1}-x_{2}, 3 x_{1}-2 x_{2}+3 x_{3}-x_{4}\right)=\varepsilon_{2}(x) .
\end{aligned}
$$

Now let us see $\varepsilon_{0}$ :

$$
\begin{aligned}
& \varepsilon_{0}(\Omega(x)) \\
& =-s(b)+\max A-\left(2 z_{1}+z_{2}+z_{3}+3 z_{4}\right) \\
& =-x_{0}+\max \left(0, z_{1}, z_{1}+z_{2}, z_{1}+z_{2}+3 z_{4}\right. \text {, } \\
& \left.z_{1}+z_{2}+z_{3}+3 z_{4}, 2 z_{1}+z_{2}+z_{3}+3 z_{4}\right)-(\alpha-\beta) \\
& =-x_{0}+\max \left(-2 x_{0}+x_{1}+x_{3}+x_{5},-x_{0}+x_{3},-x_{0}+x_{1}-x_{2}+2 x_{3}\right. \text {, } \\
& \left.-x_{0}+x_{1}-x_{3}+x_{4},-x_{0}+x_{1}+x_{5}, 0\right) \\
& =-\left(3 x_{0}+x_{2}+x_{3}\right)+\max \left(x_{1}+x_{2}+2 x_{3}+x_{5}, x_{0}+x_{2}+2 x_{3}, x_{0}+x_{1}+3 x_{3}\right. \text {, } \\
& \left.x_{0}+x_{1}+x_{2}+x_{4}, x_{0}+x_{1}+x_{2}+x_{3}+x_{5}, 2 x_{0}+x_{2}+x_{3}\right) \\
& =-\left(3 x_{0}+x_{2}+x_{3}\right)+\max (\beta, \delta, \gamma, \epsilon, \phi, \alpha) \text {. }
\end{aligned}
$$

On the other hand, we have

$$
\varepsilon_{0}(x)=-\left(3 x_{0}+x_{2}+x_{3}\right)+\max (\alpha, \beta, \gamma, \delta, \epsilon, \phi) .
$$

which shows $\varepsilon_{0}(\Omega(x))=\varepsilon_{0}(x)$.
Let us show $\tilde{f}_{i}(\Omega(x))=\Omega\left(\tilde{f}_{i}(x)\right)(x \in \mathscr{X}, i=0,1,2)$. As for $\tilde{f}_{1}$, set

$$
A=x_{0}-x_{1}, \quad B=x_{0}+x_{2}-2 x_{1}-x_{3}, \quad C=x_{0}+x_{2}+x_{4}-2 x_{1}-2 x_{3}-x_{5}
$$

Then we obtain

$$
\begin{aligned}
& \Xi_{1}=\max (A-1, B, C)-\max (A, B, C) \\
& \Xi_{3}=\max (A-1, B-1, C)-\max (A-1, B, C) \\
& \Xi_{5}=\max (A-1, B-1, C-1)-\max (A-1, B-1, C)
\end{aligned}
$$

Therefore, we have

$$
\begin{aligned}
& \Xi_{1}=-1, \quad \Xi_{3}=0, \quad \Xi_{5}=0, \quad \text { if } A>B, C, \\
& \Xi_{1}=0, \quad \Xi_{3}=-1, \quad \Xi_{5}=0, \quad \text { if } A \leq B>C, \\
& \Xi_{1}=0, \quad \Xi_{3}=0, \quad \Xi_{5}=-1, \quad \text { if } A, B \leq C,
\end{aligned}
$$

which implies

$$
\tilde{f}_{1}(x)= \begin{cases}\left(x_{0}, x_{1}-1, x_{2}, \ldots, x_{5}\right) & \text { if } A>B, C \\ \left(x_{0}, \ldots, x_{3}-1, x_{4}, x_{5}\right) & \text { if } A \leq B>C \\ \left(x_{0}, \ldots, x_{4}, x_{5}-1\right) & \text { if } A, B \leq C\end{cases}
$$

Since $A=\bar{b}_{1}, B=\bar{b}_{1}+\bar{b}_{3}-\bar{b}_{2}$ and $C=\bar{b}_{1}+\bar{b}_{3}-\bar{b}_{2}+b_{2}-b_{3}$, we get $(b=\Omega(x))$

$$
\Omega\left(\tilde{f}_{1}(x)\right)= \begin{cases}\left(\ldots, \bar{b}_{2}-1, \bar{b}_{1}+1\right) & \text { if } \bar{b}_{2}-\bar{b}_{3}>\left(b_{2}-b_{3}\right)_{+} \\ \left(\ldots, b_{3}-1, \bar{b}_{3}+1, \ldots\right) & \text { if } \bar{b}_{2}-\bar{b}_{3} \leq 0<b_{3}-b_{2} \\ \left(b_{1}-1, b_{2}+1, \ldots\right) & \text { if }\left(\bar{b}_{2}-\bar{b}_{3}\right)_{+} \leq b_{2}-b_{3}\end{cases}
$$

which is the same as the action of $\tilde{f}_{1}$ on $b=\Omega(x)$ as on page 128. Hence, we have $\Omega\left(\tilde{f}_{1}(x)\right)=\tilde{f}_{1}(\Omega(x))$.

Let us see $\Omega\left(\tilde{f}_{2}(x)\right)=\tilde{f}_{2}(\Omega(x))$. Set

$$
L=3 x_{1}-x_{2}, \quad M=3 x_{1}+3 x_{3}-2 x_{2}-x_{4} .
$$

Then $\Xi_{2}=\max (-1+L, M)-\max (L, M)$ and $\Xi_{4}=\max (-1+L,-1+M)-$ $\max (-1+L, M)$. Thus, one has

$$
\begin{array}{ll}
\Xi_{2}=-1, \quad \Xi_{4}=0 \quad \text { if } L>M, \\
\Xi_{2}=0, \quad \Xi_{4}=-1 \quad \text { if } L \leq M,
\end{array}
$$

which means

$$
\tilde{f}_{2}(x)= \begin{cases}\left(x_{0}, x_{1}, x_{2}-1, x_{3}, x_{4}, x_{5}\right) & \text { if } L>M \\ \left(x_{0}, x_{1}, x_{2}, x_{3}, x_{4}-1, x_{5}\right) & \text { if } L \leq M\end{cases}
$$

Since $L-M=x_{2}-3 x_{3}+x_{4}=\frac{3}{2}\left(\bar{b}_{3}-b_{3}\right)$, one gets

$$
\Omega\left(\tilde{f}_{2}(x)\right)= \begin{cases}\left(\ldots, \bar{b}_{3}-\frac{2}{3}, \bar{b}_{2}+\frac{1}{3}, \ldots\right) & \text { if } \bar{b}_{3}>b_{3} \\ \left(\ldots, b_{2}-\frac{1}{3}, b_{3}+\frac{2}{3}, \ldots\right) & \text { if } \bar{b}_{3} \leq b_{3}\end{cases}
$$

where $b=\Omega(x)$. This action coincides with the one of $\tilde{f}_{2}$ on $b \in B_{\infty}$ on page 128 . Therefore, we get $\Omega\left(\tilde{f}_{2}(x)\right)=\tilde{f}_{2}(\Omega(x))$.

Finally, we shall check $\tilde{f}_{0}(\Omega(x))=\Omega\left(\tilde{f}_{0}(x)\right)$. For the purpose, we shall estimate the values $\Psi_{0}, \ldots, \Psi_{5}$ explicitly.

First, the following cases are investigated:

$$
\begin{aligned}
& \left(\mathrm{f}_{1}\right) \quad \beta \geq \gamma, \delta, \epsilon, \phi, \phi \geq \alpha, \delta \geq \alpha . \\
& \left(\mathrm{f}_{2}\right) \quad \beta<\delta \geq \alpha, \gamma, \epsilon, \alpha>\phi, \beta \geq \phi . \\
& \left(\mathrm{f}_{3}\right) \quad \beta, \delta<\gamma \geq \alpha, \epsilon, \phi . \\
& \left(\mathrm{f}_{4}\right) \quad \beta, \delta<\epsilon \geq \alpha, \phi, \epsilon=\gamma+1 . \\
& \left(\mathrm{f}_{4}^{\prime}\right) \quad \beta, \delta<\epsilon \geq \alpha, \phi, \epsilon=\gamma+2 . \\
& \left(\mathrm{f}_{4}^{\prime \prime}\right) \quad \beta, \delta<\epsilon \geq \alpha, \phi, \epsilon>\gamma+2 . \\
& \left(\mathrm{f}_{5}\right) \quad \beta, \gamma, \epsilon<\phi \geq \alpha, \alpha>\delta, \beta \geq \delta \\
& \left(\mathrm{f}_{6}\right) \quad \alpha>\gamma, \delta, \epsilon, \phi, \delta, \phi>\beta .
\end{aligned}
$$

It is easy to see that each of these conditions are equivalent to the conditions $\left(F_{1}\right)-$ ( $F_{6}$ ) in (4-3); more precisely, we have $\left(\mathrm{f}_{i}\right) \Longleftrightarrow\left(F_{i}\right)(i=1,2,3,5,6),\left(\mathrm{f}_{4}\right) \Longleftrightarrow\left(F_{4}\right)$ and $z_{4}=\frac{1}{3},\left(\mathrm{f}_{4}^{\prime}\right) \Longleftrightarrow\left(F_{4}\right)$ and $z_{4}=\frac{2}{3}$ and $\left(\mathrm{f}_{4}^{\prime \prime}\right) \Longleftrightarrow\left(F_{4}\right)$ and $z_{4} \neq \frac{1}{3}, \frac{2}{3}$, and that $\left(\mathrm{f}_{1}\right)-\left(\mathrm{f}_{6}\right)$ cover all cases and they have no intersection.

Let us show $\left(\mathrm{f}_{1}\right) \Longleftrightarrow\left(F_{1}\right)$ : the condition ( $\mathrm{f}_{1}$ ) means $\beta-\gamma=-\left(z_{1}+z_{2}\right) \geq 0$, $\beta-\delta=-z_{1} \geq 0, \beta-\epsilon=-\left(z_{1}+z_{2}+3 z_{4}\right) \geq 0$ and $\beta-\phi=-\left(z_{1}+z_{2}+z_{3}+3 z_{4}\right) \geq 0$, which is equivalent to the condition $z_{1}+z_{2} \leq 0, z_{1} \leq 0, z_{1}+z_{2}+3 z_{4} \leq 0$ and $z_{1}+z_{2}+z_{3}+3 z_{4} \leq 0$. (Note that $\phi-\alpha=\beta-\delta, \delta-\alpha=\beta-\phi$.) This is just the condition $\left(F_{1}\right)$. Other cases $i=2,3,5,6$ are shown similarly. Next, let us see the cases $\left(f_{4}\right),\left(f_{4}^{\prime}\right)$ and $\left(f_{4}^{\prime \prime}\right)$. Indeed,

$$
\epsilon-\gamma=x_{2}-3 x_{3}+x_{4}=\frac{3}{2}\left(\bar{b}_{3}-b_{3}\right)=3 z_{4} .
$$

Thus, we can easily get that $\left(\mathrm{f}_{4}\right) \Longleftrightarrow\left(F_{4}\right)$ and $z_{4}=\frac{1}{3},\left(\mathrm{f}_{4}^{\prime}\right) \Longleftrightarrow\left(F_{4}\right)$ and $z_{4}=\frac{2}{3}$ and $\left(\mathrm{f}_{4}^{\prime \prime}\right) \Longleftrightarrow\left(F_{4}\right)$ and $z_{4} \neq \frac{1}{3}, \frac{2}{3}$.

Under the condition $\left(\mathrm{f}_{1}\right) \Longleftrightarrow\left(F_{1}\right)$, we have

$$
\Psi_{0}=\Psi_{1}=\Psi_{5}=1, \Psi_{2}=\Psi_{4}=3, \quad \Psi_{3}=2
$$

which means $\tilde{f}_{0}(x)=\left(x_{0}+1, x_{1}+1, x_{2}+3, x_{3}+2, x_{4}+3, x_{5}+1\right)$. Thus, we have

$$
\Omega\left(\tilde{f}_{0}(x)\right)=\left(b_{1}+1, b_{2}, \ldots, \bar{b}_{1}\right)
$$

which coincides with the action of $\tilde{f}_{0}$ under $\left(F_{1}\right)$ given on page 128 . Similarly, we have

$$
\begin{aligned}
\left(\mathrm{f}_{2}\right) & \Rightarrow\left(\Psi_{0}, \Psi_{1}, \Psi_{2}, \Psi_{3}, \Psi_{4}, \Psi_{5}\right)=(0,1,3,1,0,0) \\
& \Rightarrow \tilde{f}_{0}(x)=\left(x_{0}, x_{1}+1, x_{2}+3, x_{3}+1, x_{4}, x_{5}\right) \\
& \Rightarrow \Omega\left(\tilde{f}_{0}(x)\right)=\left(b_{1}, b_{2}, b_{3}+1, \bar{b}_{3}+1, \bar{b}_{2}, \bar{b}_{1}-1\right)
\end{aligned}
$$

which coincides with the action of $\tilde{f}_{0}$ under $\left(F_{2}\right)$ on the same page;

$$
\begin{aligned}
\left(\mathrm{f}_{3}\right) & \Rightarrow\left(\Psi_{0}, \Psi_{1}, \Psi_{2}, \Psi_{3}, \Psi_{4}, \Psi_{5}\right)=(0,0,3,2,0,0) \\
& \Rightarrow \tilde{f}_{0}(x)=\left(x_{0}, x_{1}, x_{2}+3, x_{3}+2, x_{4}, x_{5}\right) \\
& \Rightarrow \Omega\left(\tilde{f}_{0}(x)\right)=\left(b_{1}, b_{2}, b_{3}+2, \bar{b}_{3}, \bar{b}_{2}-1, \bar{b}_{1}\right)
\end{aligned}
$$

which coincides with the action of $\tilde{f}_{0}$ under $\left(F_{3}\right)$;

$$
\begin{aligned}
\left(\mathrm{f}_{4}\right) & \Rightarrow\left(\Psi_{0}, \Psi_{1}, \Psi_{2}, \Psi_{3}, \Psi_{4}, \Psi_{5}\right)=(0,0,2,2,1,0) \\
& \Rightarrow \tilde{f}_{0}(x)=\left(x_{0}, x_{1}, x_{2}+2, x_{3}+2, x_{4}+1, x_{5}\right) \\
& \Rightarrow \Omega\left(\tilde{f}_{0}(x)\right)=\left(b_{1}, b_{2}+\frac{1}{3}, b_{3}+\frac{4}{3}, \bar{b}_{3}-\frac{2}{3}, \bar{b}_{2}-\frac{2}{3}, \bar{b}_{1}\right)
\end{aligned}
$$

which coincides with the action of $\tilde{f}_{0}$ under $\left(F_{4}\right)$ and $z_{4}=\frac{1}{3}$;

$$
\begin{aligned}
\left(\mathrm{f}_{4}^{\prime}\right) & \Rightarrow\left(\Psi_{0}, \Psi_{1}, \Psi_{2}, \Psi_{3}, \Psi_{4}, \Psi_{5}\right)=(0,0,1,2,2,0) \\
& \Rightarrow \tilde{f}_{0}(x)=\left(x_{0}, x_{1}, x_{2}+1, x_{3}+2, x_{4}+2, x_{5}\right) \\
& \Rightarrow \Omega\left(\tilde{f}_{0}(x)\right)=\left(b_{1}, b_{2}+\frac{2}{3}, b_{3}+\frac{2}{3}, \bar{b}_{3}-\frac{4}{3}, \bar{b}_{2}-\frac{1}{3}, \bar{b}_{1}\right)
\end{aligned}
$$

which coincides with the action of $\tilde{f}_{0}$ under $\left(F_{4}\right)$ and $z_{4}=\frac{2}{3}$;

$$
\begin{aligned}
\left(\mathrm{f}_{4}^{\prime \prime}\right) & \Rightarrow\left(\Psi_{0}, \Psi_{1}, \Psi_{2}, \Psi_{3}, \Psi_{4}, \Psi_{5}\right)=(0,0,0,2,3,0) \\
& \Rightarrow \tilde{f}_{0}(x)=\left(x_{0}, x_{1}, x_{2}, x_{3}+2, x_{4}+3, x_{5}\right) \\
& \Rightarrow \Omega\left(\tilde{f}_{0}(x)\right)=\left(b_{1}, b_{2}+1, b_{3}, \bar{b}_{3}-2, \bar{b}_{2}, \bar{b}_{1}\right)
\end{aligned}
$$

which coincides with the action of $\tilde{f}_{0}$ under $\left(F_{4}\right)$ and $z_{4} \neq \frac{1}{3}, \frac{2}{3}$;

$$
\begin{aligned}
\left(\mathrm{f}_{5}\right) & \Rightarrow\left(\Psi_{0}, \Psi_{1}, \Psi_{2}, \Psi_{3}, \Psi_{4}, \Psi_{5}\right)=(0,0,0,1,3,1) \\
& \Rightarrow \tilde{f}_{0}(x)=\left(x_{0}, x_{1}, x_{2}, x_{3}+1, x_{4}+3, x_{5}+1\right) \\
& \Rightarrow \Omega\left(\tilde{f}_{0}(x)\right)=\left(b_{1}+1, b_{2}, b_{3}-1, \bar{b}_{3}-1, \bar{b}_{2}, \bar{b}_{1}\right)
\end{aligned}
$$

which coincides with the action of $\tilde{f}_{0}$ under $\left(F_{5}\right)$. Finally,

$$
\begin{aligned}
\left(\mathrm{f}_{6}\right) & \Rightarrow\left(\Psi_{0}, \Psi_{1}, \Psi_{2}, \Psi_{3}, \Psi_{4}, \Psi_{5}\right)=(-1,0,0,0,0,0) \\
& \Rightarrow \tilde{f}_{0}(x)=\left(x_{0}-1, x_{1}, x_{2}, x_{3}, x_{4}, x_{5}\right) \\
& \Rightarrow \Omega\left(\tilde{f}_{0}(x)\right)=\left(b_{1}, b_{2}, b_{3}, \bar{b}_{3}, \bar{b}_{2}, \bar{b}_{1}-1\right),
\end{aligned}
$$

which coincides with the action of $\tilde{f}_{0}$ under $\left(F_{6}\right)$, still on page 128 . Now, we have $\Omega\left(\tilde{f_{0}}(x)\right)=\tilde{f}_{0}(\Omega(x))$. The proof of Theorem 6.1 has been completed.
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# CONNECTIVITY PROPERTIES FOR ACTIONS ON LOCALLY FINITE TREES 

Keith Jones


#### Abstract

Given an action $G \stackrel{\rho}{\curvearrowright} \boldsymbol{T}$ by a finitely generated group on a locally finite tree, we view points of the visual boundary $\partial T$ as directions in $T$ and use $\rho$ to lift this sense of direction to $G$. For each point $E \in \partial T$, this allows us to ask whether $G$ is $(n-1)$-connected "in the direction of $E$." Then the invariant $\Sigma^{n}(\rho) \subseteq \partial T$ records the set of directions in which $G$ is $(n-1)$-connected. We introduce a family of actions for which $\Sigma^{1}(\rho)$ can be calculated through analysis of certain quotient maps between trees. We show that for actions of this sort, under reasonable hypotheses, $\Sigma^{1}(\rho)$ consists of no more than a single point. By strengthening the hypotheses, we characterize precisely when a given end point lies in $\Sigma^{n}(\rho)$ for any $n$.


## 1. Introduction

Let $G$ be a group having type $F_{n},{ }^{1}$ and let $M$ be a proper CAT(0) metric space. ${ }^{2}$ Let $\rho: G \rightarrow \operatorname{Isom}(M)$ be an action by isometries. Bieri and Geoghegan [2003a] introduce a collection of geometric $\Sigma$-invariants, $\Sigma^{n}(\rho), n \geq 0$. These arise naturally from the study of the Bieri-Neumann-Strebel-Renz (BNSR) invariants $\Sigma^{n}(G)$, which can then be viewed as a special case. $\Sigma$-invariants give topological insight into $\rho$ and algebraic information about $G$. In particular, if $\rho$ has discrete orbits and $G$ is finitely generated, then $\Sigma^{1}(\rho)=\partial M$ if and only if the point stabilizers under $\rho$ are finitely generated; more generally, if $G$ has type $F_{n}$, then $\Sigma^{n}(\rho)=\partial M$ if and only if the point stabilizers under $\rho$ have type $F_{n} .{ }^{3}$

## MSC2010: 20E08, 20F65.

Keywords: BNSR invariant, controlled connectivity, Bieri-Geoghegan invariant, trees, finiteness properties, boundary at infinity.
${ }^{1}$ By definition, $G$ has type $F_{n}$ if and only if there exists a $K(G, 1)$-complex with finite $n$-skeleton. This is equivalent to saying that there is an $n$-dimensional $(n-1)$-connected CW-complex on which $G$ acts freely and cocompactly by permuting cells. All groups have type $F_{0}$, while type $F_{1}$ is equivalent to finitely generated and type $F_{2}$ is equivalent to finitely presented [Geoghegan 2008, §7.2].
${ }^{2} \mathrm{~A}$ CAT(0) space is a geodesic metric space whose geodesic triangles are no fatter than the corresponding "comparison triangles" in the Euclidean plane, and a metric space is proper if every closed ball is compact [Bridson and Haefliger 1999, Chapter II.1].
${ }^{3}$ See [Bieri and Geoghegan 2003a, Theorem A and the Boundary Criterion]; the required condition "almost geodesically complete" is ensured by cocompactness [Ontaneda 2005, Theorem B].

The invariant $\Sigma^{n}(\rho)$ depends on a notion of controlled connectivity, which we describe briefly here. ${ }^{4}$ The action $\rho$ can be used to impose a sense of direction on $G$ as follows. The space $M$ has a $\operatorname{CAT}(0)$ boundary $\partial M$, which is in one-to-one correspondence with the collection of geodesic rays emanating from any particular point of $M$. Thus $\partial M$ encompasses the set of directions in $M$ in which one can go to infinity. For an end point $E \in \partial M$, there is a nested sequence of subsets of $M$ (called horoballs about $E$ ). This nested sequence provides a filtration of $M$. Because $G$ has type $F_{n}$, there is an $n$-dimensional $(n-1)$-connected CW-complex $X$ on which $G$ acts freely and cocompactly by permuting cells. One can then choose a $G$-equivariant "control" map $h: X \rightarrow M$. With $E \in \partial M$ fixed, $h$ allows us to lift the sense of direction from $M$ up to $X$ (and therefore $G$ by proxy) by taking the preimages of horoballs about $E$. If, roughly speaking, the preimages of the horoballs about $E$ are $(n-1)$-connected, the action $\rho$ is said to be controlled $(n-1)$-connected or $C C^{n-1}$ over $E .{ }^{5}$ The precise definition ensures that this is independent of choice of $X$ or $h$, and is in fact a property of $\rho$ [Bieri and Geoghegan 2003a, §3.2].

For $n \geq 0$, the invariant $\Sigma^{n}(\rho)$ consists of all those end points over which $\rho$ is $C C^{n-1}$. These form a nested family

$$
\Sigma^{0}(\rho) \supseteq \Sigma^{1}(\rho) \supseteq \Sigma^{2}(\rho) \ldots
$$

The action $\rho$ induces a topological action by $G$ on $\partial M$, under which $\Sigma^{n}(\rho)$ is invariant. Those familiar with the BNSR invariant $\Sigma^{n}(G)$ may recall that the BNSR invariant is an open subset of the boundary, which in the original case is a sphere. The Bieri-Geoghegan invariant $\Sigma^{n}(\rho)$ is in general not open in $\partial M$.

Bieri and Geoghegan calculate $\Sigma^{n}$ for the modular group acting on the hyperbolic plane [2003b], and provide information about $\Sigma^{n}$ for actions on trees by metabelian groups of finite Prüfer rank [2003a, Chapter 10, Example C]. Rehn [2007] provides calculations for the natural action by $\mathrm{SL}_{n}(\mathbb{Z}[1 / k])$ on the symmetric space for $\mathrm{SL}_{n}(\mathbb{R})$.

In the case where $M$ is a locally finite simplicial tree, Bieri and Geoghegan [2003a] ask whether $\Sigma^{1}(\rho)$ is always either empty, a singleton, or the entire boundary of the tree. (The "entire boundary" case has been discussed above.) Lehnert [2009] gives an example for which this is not the case. However, here we illustrate that there does exist a class of actions for which $\Sigma^{n}$ is either empty or a singleton.

Main result. All trees are assumed to be simplicial trees viewed as CAT(0) metric spaces, by giving each edge a length of 1 . All actions under consideration are by simplicial automorphisms, and therefore are by isometries. Also, we assume

[^5]that actions are without inversions - that is, an edge is stabilized if and only if it is fixed pointwise - since we can simply pass to the barycentric subdivision otherwise. Any tree exhibiting such an action by a group $G$ is called a $G$-tree. We assume that all $G$-trees are infinite and that $G$ is always finitely generated.

A group action on a tree is minimal if there exists no proper invariant subtree. A cocompact action on an infinite tree is minimal if and only if the tree has no leaves. We define a morphism of trees to mean a map between two trees that sends vertices to vertices and edges to edges and that preserves adjacency. All maps between $G$-trees are assumed to be $G$-equivariant morphisms of trees, and therefore continuous. The star of a vertex is the set of edges adjacent to that vertex, and a morphism is locally surjective or locally injective if, for each vertex of the domain tree, the corresponding map between stars is surjective or injective. See [Bass 1993] for further discussion. In the context of morphisms of trees (as opposed to graphs), local injectivity is equivalent to injectivity, and local surjectivity implies surjectivity. A tree is locally finite if the star of each vertex is finite; such trees are proper metric spaces.

Theorem 1.1 (Main Theorem). Let $G$ be a finitely generated group, $T$ a locally finite tree, and $G \stackrel{\rho}{ค} T$ a cocompact action by isometries. If there exists a minimal $G$-tree $\tilde{T}$ and a $G$-morphism $q: \tilde{T} \rightarrow T$ that is locally surjective, but not locally injective, then $\Sigma^{1}(\rho)$ consists of at most a single point of $\partial T$.

We do not require $\tilde{T}$ to be locally finite, because it is irrelevant to us whether $\tilde{T}$ is proper as a metric space. Also, the map $q: \tilde{T} \rightarrow T$ does not generally extend to a map $\partial \tilde{T} \rightarrow \partial T$, because geodesic rays may be collapsed to finite paths by $q$.

As mentioned in the introduction, $\Sigma^{1}(\rho)$ is a $G$-invariant subset of $\partial T$. Hence, if the conditions of the Main Theorem apply and there does exist a point $E_{0} \in \Sigma^{1}(\rho)$, then $E_{0}$ is necessarily fixed by $\rho$. In some cases, this allows us to easily determine that $\Sigma^{1}(\rho)$ is empty, as in the following examples.

Example 1.2. Let $G$ be the group given by the presentation

$$
G=\left\langle a, s, t \mid a^{s}=a^{2}, a^{t}=a^{3}\right\rangle
$$

As is clear from this presentation, $G$ can be realized as a fundamental group of a graph of groups, where the graph is a 2-rose (a single vertex with two loops). The Bass-Serre tree $\tilde{T}$ associated with this graph of groups decomposition is a regular 7 -valent tree. Let $N$ be the normal closure of $a$. Then $N$ consists of all elements of $G$ that stabilize a vertex in $\tilde{T}$. The quotient group $G / N$ is free on two generators and acts freely on $T=N \backslash \tilde{T}$ with quotient a 2-rose of circles, so $T$ is a regular 4 -valent tree. Figure 1 demonstrates the collapsing on a neighborhood of a vertex in $\tilde{T}$. (One can take $T$ to be the Cayley graph of $G / N$.) The natural quotient map


Figure 1. $G$ admits a normal subgroup $N$, whose action on $\tilde{T}$ collapses $\tilde{T}$ to $T$.
$\tilde{T} \rightarrow T$ satisfies the conditions of the Main Theorem, and no end point $E \in \partial T$ is fixed by $\rho$. Hence $\Sigma^{1}(\rho)=\varnothing$.

This example can be generalized to any nonfree group with a graph of groups decomposition over a graph containing a single vertex. Such a group always has a free quotient obtained by collapsing the normal closure of the subgroup associated with the vertex, and as above, the Cayley graph of this free group can be viewed as the quotient of the original Bass-Serre tree.

Example 1.3. One of Lehnert's counterexamples to the question of whether $\Sigma^{1}$ must be either $\varnothing$, a singleton, or $\partial T$ in the case of simplicial trees is closely related to the group $G$ discussed in Example 1.2. Let $H=\mathbb{Z}\left[\frac{1}{6}\right] \rtimes F_{2}(x, y)$, where $F_{2}(x, y)$ is a free group generated by the letters $x$ and $y$. One obtains $H$ from $G$ by adding relations corresponding to the commutator subgroup of $N$. The semidirect product structure is given by $t^{x}=t / 2$ and $t^{y}=t / 3$ for $t \in \mathbb{Z}\left[\frac{1}{6}\right]$. This group acts on the same tree $T$, by viewing it as the Cayley graph of its factor $F_{2}(x, y)$, and one can represent points in $\partial T$ by infinite reduced words in $F_{2}(x, y)$. Any point represented by an infinite word eventually consisting of only $x$ or only $y$ does not lie in $\Sigma^{1}$ [Lehnert 2009]; this is a consequence of the interplay between the actions by $F_{2}(x, y)$ on $\mathbb{Z}\left[\frac{1}{6}\right]$ and on $T$. The author has a proof of this result in a paper currently in preparation, which is based on the topological construction of the Bass-Serre tree [Scott and Wall 1979; Geoghegan 2008, Chapter 6] and distinct in flavor from both the contents of this paper and the proof in [Lehnert 2009].

Evidently, for the action $H \curvearrowright T$, there exists no $\tilde{T}$ and $q: \tilde{T} \rightarrow T$ as described in the Main Theorem.
Example 1.4. Here is an example where $\tilde{T}$ is not locally finite. Let $K_{4}=\mathbb{Z}_{2} \oplus \mathbb{Z}_{2}$ be the Klein 4 -group, and let $D_{\infty}=\mathbb{Z}_{2} * \mathbb{Z}_{2}$ be the infinite dihedral group. Take the quotient map $\pi: D_{\infty} * D_{\infty} \rightarrow K_{4} * K_{4}$, induced by performing the abelianization map $D_{\infty} \rightarrow K_{4}$ on each free factor of $D_{\infty} * D_{\infty}$. There is an action $\tilde{\rho}: D_{\infty} * D_{\infty} \rightarrow \operatorname{Aut}(\tilde{T})$, where $\tilde{T}$ (a regular $\infty$-valent tree) is the Bass-Serre tree
corresponding to the given free product decomposition. There is also an action $\rho: D_{\infty} * D_{\infty} \rightarrow \operatorname{Aut}(T)$, where $T$, a regular 4-valent tree, is the Bass-Serre tree for $K_{4} * K_{4}$; this action factors through $\pi$. We can realize $T$ as a quotient of $\tilde{T}$ satisfying the conditions of the Main Theorem. Again, because no point of $\partial T$ is fixed by $\rho$, it follows that $\Sigma^{1}(\rho)$ is empty. This example is of a kind initially pointed out to the author by Mike Mihalik.

This, too, can be generalized: if $A_{1}$ and $A_{2}$ are two finitely generated infinite groups that admit finite quotients $Q_{1}$ and $Q_{2}$, respectively, then $G=A_{1} * A_{2}$ admits a quotient map $\pi: G \rightarrow Q_{1} * Q_{2}$. While $G$ acts on the Bass-Serre tree $\tilde{T}$ corresponding to the decomposition $A_{1} * A_{2}$, it also acts on ker $\pi \backslash \tilde{T}$, which is isomorphic to the Bass-Serre tree corresponding to $Q_{1} * Q_{2}$.

Example 1.5. More generally, there is a notion of a morphism of graphs of groups (essentially, a morphism of graphs together with a collection of homomorphisms of vertex and edge groups that ensure that certain squares commute), which lifts to an equivariant morphism between the corresponding Bass-Serre trees [Bass 1993, Proposition 2.4], and one can determine whether the lift will be locally surjective and not locally injective [Bass 1993, Corollary 2.5]. This can be used to produce maps satisfying the conditions of the Main Theorem. For example, consider the Baumslag-Solitar groups $\mathrm{BS}(m, n)=\left\langle a, t \mid t a^{m} t^{-1}=a^{n}\right\rangle$. There is a projection map $\mathrm{BS}(2,4) \rightarrow \mathrm{BS}(1,2)$ obtained by adding the relation $t a t^{-1} a^{-2}$. One can show that this corresponds to a morphism of graphs of groups that lifts to a map between the corresponding Bass-Serre trees and has the desired properties.

Applying [Bieri and Geoghegan 2003a, Theorems A and H], we have:
Corollary 1.6. If $G \stackrel{\rho}{\curvearrowright} T$ satisfies the conditions of the Main Theorem, then for any point $z \in T$, the stabilizer $G_{z}$ of $z$ under the action $\rho$ is not finitely generated.

Collapsing pairs. Recall that, in the language of [Serre 1980, Chapter I.2], each geometric edge of $T$ corresponds to two oriented edges, one pointing in either direction.

Remark 1.7. We use the lowercase $e$ to refer to edges of $T$, oriented or not, and the uppercase $E$ to refer to points of $\partial T$.

Definition 1.8. Under the hypotheses of the Main Theorem, let $\left(\tilde{e}_{1}, \tilde{e}_{2}\right)$ be a pair of adjacent distinct oriented edges in $\tilde{T}$ with common initial vertex $\tilde{v}$. If $q\left(\tilde{e}_{1}\right)=q\left(\tilde{e}_{2}\right)$, we call this a collapsing pair (of edges) under $q$. Let $e=q\left(\tilde{e}_{1}\right)$ be the resulting oriented edge in $T$. For a vertex $w \in T$ (or end point $E \in \partial T$ ), we say the pair $\left(\tilde{e}_{1}, \tilde{e}_{2}\right)$ faces $w$ (resp. $E$ ) if $e$ points toward $w$ (resp. $E$ ). This is the same as saying that the geodesic from $q(\tilde{v})$ to $w$ (resp. $E$ ) passes through $e$.

The proof of the Main Theorem follows from two facts: Proposition 3.8 states that because $q$ is not locally injective, all end points of $T$ (with the possible exception of a single end point) are faced by a collapsing pair, while Proposition 3.4 states that local surjectivity of $q$ forces any end point of $T$ faced by a collapsing pair to lie outside $\Sigma^{1}(\rho)$.

The case where stabilizers on $\tilde{T}$ have type $\boldsymbol{F}_{\boldsymbol{n}}$. If we add the condition that the stabilizers under $\tilde{\rho}$ have type $F_{n}$, then we can prove that a point $E \in \partial T$ that is not faced by a collapsing pair lies in $\Sigma^{n}(\rho)$.
Theorem 1.9. Assume the conditions of the Main Theorem. Also, suppose that $G$ has type $F_{n}$ and that for each point $\tilde{z}$ of $\tilde{T}$, the stabilizer $G_{\tilde{z}}$ has type $F_{n}$, for $n>0$. Then $E \in \partial T$ lies in $\Sigma^{n}(\rho)$ if and only if there is no collapsing pair facing $E$.
Corollary 1.10. Let the group $H$ have type $F_{n}$, and let $\varphi: H \rightarrow H$ be injective, so that $G=\langle H, t| a^{t}=\varphi(a)$ for all $\left.a \in H\right\rangle$ is an ascending HNN-extension. If $\chi: G \rightarrow \mathbb{Z}$ maps $t \mapsto 1$ and $\left\langle\langle H\rangle \mapsto 0\right.$, then $\chi$ represents a point in $\Sigma^{n}(G)$.

This corollary is not new [Meinert 1996; 1997], but the approach is. For further discussion on this result, see [Bieri et al. 2010].

## 2. Controlled connectivity

In a CAT(0) space $M$, there is a notion of a (visual) boundary $\partial M$, which is obtained by taking equivalence classes of geodesic rays [Bridson and Haefliger 1999, Chapter II.8]. This boundary carries a topology, called the cone topology, induced by the topology on $M$. We call points of $\partial M$ end points. CAT(0) spaces are contractible, and the boundary of a proper CAT( 0 ) space is a compact space. Let $\tau$ be a geodesic ray in $M$. Following [Bieri and Geoghegan 2003a], we define the Busemann function $\beta_{\tau}: M \rightarrow \mathbb{R}$ by

$$
\beta_{\tau}(p)=\lim _{t \rightarrow \infty}(t-d(\tau(t), p))
$$

For $r \in \mathbb{R}$, the set $H B_{r}(\tau)=\beta_{\tau}^{-1}([r, \infty))$ is called a horoball around $E$. Horoballs in $\operatorname{CAT}(0)$ spaces are contractible. We can view $H B_{r}(\tau)$ as the nested union of closed balls $\bigcup_{k \geq \max \{0, r\}} \overline{B_{k-r}(\tau(k))}$.
Definition 2.1. Fix $n \in \mathbb{N}$. Let $G$ be a group having type $F_{n}$, and let $M$ be a proper CAT(0) space admitting an isometric action $G \stackrel{\rho}{\curvearrowright} M$. Choose an $n$-dimensional $(n-1)$-connected CW-complex $X^{n}$ on which $X$ acts freely and cocompactly, and choose a continuous $G$-map $h: X^{n} \rightarrow M$. We call $h$ a control map; one can be found because the action by $G$ on $X^{n}$ is free and $M$ is contractible. Fix a geodesic ray $\tau$ representing $E \in \partial M$. For a horoball $H B_{r}(\tau)$ about $E$, denote the largest subcomplex of $X^{n}$ contained in $h^{-1}\left(H B_{r}(\tau)\right)$ by $X_{(\tau, r)}$. Finally, we need a notion of lag function: any $\lambda(r)>0$ satisfying $r-\lambda(r) \rightarrow \infty$ as $r \rightarrow \infty$ is called a lag.

We say $\rho$ is controlled ( $n-1$ )-connected, or $C^{n-1}$, over $E$ if for all $r \in \mathbb{R}$ and all $-1 \leq p \leq(n-1)$, there exists a lag $\lambda$ such that every map $f: S^{p} \rightarrow X_{(\tau, r)}$ extends to a map $\tilde{f}: B^{p+1} \rightarrow X_{(\tau, r-\lambda(r))} .{ }^{6}$

Definition 2.2. The Bieri-Geoghegan invariant $\Sigma^{n}(\rho)$ is the subset of $\partial M$ consisting of all end points over which $\rho$ is controlled ( $n-1$ )-connected.

Relationship to the BNSR invariant. If $\rho$ fixes an end point $E$, then the pair $(\rho, E)$ determines a homomorphism $\chi_{\rho, E}: G \rightarrow \mathbb{R}$, and $E$ lies in $\Sigma^{1}(\rho)$ if and only if $\chi_{\rho, E}$ represents a point in $\Sigma^{1}(G)$ [Bieri and Geoghegan 2003a, §10.6]. In fact, we can obtain the classical BNSR invariant $\Sigma^{n}(G)$ as the special case where $\rho$ is the action $G \curvearrowright G_{a b} \otimes \mathbb{R}$ [Bieri and Geoghegan 2003a, Chapter 10, Example A]. This is an action by translations on a finite-dimensional real vector space, so every end point is fixed, and $\partial\left(G_{a b} \otimes \mathbb{R}\right) \cong \operatorname{Hom}(G, \mathbb{R})$.

The question of finding a single technique for calculating $\Sigma^{1}$ for arbitrary group actions on trees seems out of reach currently. To see this, consider an action $G \stackrel{\rho}{\curvearrowright} T$ by translations, where $T$ is a simplicial line. This corresponds to a homomorphism $\chi: G \rightarrow \mathbb{Z}$, and calculating $\Sigma^{1}(\rho)$ determines whether $\chi$ and $-\chi$ represent points of $\Sigma^{1}(G)$. However, it is known that ker $\chi$ is finitely generated if and only if both do represent points of $\Sigma^{1}(G)$ [Bieri et al. 1987, Theorem B1]. Thus a method for calculating $\Sigma^{1}(\rho)$ even in the special case where the tree is a simplicial line would enable us to determine whether or not the kernel of an arbitrary homomorphism to $\mathbb{Z}$ is finitely generated.

## 3. Proof of the Main Theorem

An automorphism $s$ of a tree $T$ having no fixed point is said to be hyperbolic. For each such $s$, there is a unique line $A_{s}$, called the axis of $s$, stable under the action of the subgroup $\langle s\rangle$, that acts on $A_{s}$ by translations. If $e$ is an oriented edge of $T$, then $s$ is said to act coherently on $e$ if $e$ and se are consistently oriented (that is, if they point in the same direction - neither toward each other nor away from each other). For an automorphism $s$, if $e \neq s e$, then $s$ acts coherently on $e$ if and only if $s$ is hyperbolic and both $e$ and se lie on the axis of $s$ [Serre 1980, Proposition 25].

Lemma 3.1. Let $T$ be a cocompact $G$-tree, and let $E \in \partial T$. Then for any geodesic ray $\tau$ representing $E$, any $r \in \mathbb{R}$, and any oriented edge e of $T$ oriented toward $E$, there exists an element of the $G$-orbit of e that is oriented toward $E$ and does not lie in $H B_{r}(\tau)$.

Proof. The ray of oriented edges beginning at $e$ and representing $E$, with all edges pointing toward $E$, contains infinitely many edges. Because the action is

[^6]cocompact, the pigeon-hole principle ensures that there must be edges $e_{1}$ and $e_{2}$ from this ray in the same $G$-orbit. Hence, there is an $h \in G$ with $h e_{1}=e_{2}$. Because $e_{1}$ and $e_{2}$ are consistently oriented, $h$ is hyperbolic. Let $v_{1}$ be the terminus of $e_{1}$ (the vertex of $e_{1}$ where $\beta_{\tau}$ is maximized). By choosing $k \in \mathbb{Z}$ such that $|k|>\beta_{\tau}\left(v_{1}\right)-r$ and $h^{k}$ moves $e_{1}$ away from $E$, we ensure that $h^{k} e_{1}$ is oriented toward $E$ and does not lie in $H B_{r}(\tau)$. Thus $h^{k} e$ is the edge we seek.
Observation 3.2. For trees $\tilde{T}$ and $T$, let $q: \tilde{T} \rightarrow T$ be locally surjective. If $\tau=\left(e_{0}, e_{1}, \ldots\right)$ is a geodesic edge ray in $T$ and $\tilde{e}_{0}$ is an edge of $\tilde{T}$ satisfying $q\left(\tilde{e}_{0}\right)=e_{0}$, then there exists a lift $\tilde{\tau}$ of $\tau$ to $\tilde{T}$ having initial edge $\tilde{e}_{0}$ and that is also a geodesic edge ray.
Observation 3.3. Given a nonempty connected $G$-graph $\Gamma$ and minimal $G$-tree $T$, any $G$-morphism $h: \Gamma \rightarrow T$ is surjective.
Proposition 3.4. Let $T$ be a cocompact $G$-tree, and let $\tilde{T}$ be a minimal $G$-tree. Suppose $q: \tilde{T} \rightarrow T$ is a $G$-morphism that is locally surjective. If $E \in \partial T$ is such that there exists a collapsing pair facing $E$, then $E$ does not lie in $\Sigma^{1}(\rho)$.
Proof. Let $\Gamma$ be a free cocompact $G$-graph, and choose any $G$-morphism $h: \Gamma \rightarrow \tilde{T}$. Then the composition $q \circ h$ is a suitable control map for determining controlled connectivity over $E$.

Let $\tau:[0, \infty) \rightarrow T$ be a geodesic edge ray representing $E$. We show that for any lag $\lambda>0$, there exist points in the subgraph $\Gamma_{(\tau, 0)}$ that cannot be connected via a path in $\Gamma_{(\tau,-\lambda)}$.

By Lemma 3.1, we can choose a collapsing pair ( $\tilde{e}_{1}, \tilde{e}_{2}$ ) facing $E$ but whose image in $T$ does not lie in $H B_{-\lambda}(\tau)$. Let $\tilde{v}$ be the vertex shared by $\tilde{e}_{1}$ and $\tilde{e}_{2}$, and let $v$ be its image in $T$. Let $\gamma$ be the geodesic ray representing $E$ and emanating from $v$. By Observation 3.2, there exist two distinct lifts $\tilde{\gamma}_{i}(i=1,2)$ of $\gamma$ to $\tilde{T}$, with $\tilde{\gamma}_{i}$ having initial edge $\tilde{e}_{i}$. Because $\gamma$ and $\tau$ both represent $E$, they eventually merge, so that $\gamma$ intersects $H B_{r}(\tau)$ nontrivially for all $r \in \mathbb{R}$. Hence, both $\tilde{\gamma}_{1}$ and $\tilde{\gamma}_{2}$ intersect $q^{-1}\left(H B_{r}(\tau)\right)$ for all $r$.

By design, $\tilde{\gamma}_{1} \cap \tilde{\gamma}_{2}=\tilde{v}$, and $\tilde{\gamma}_{1} \cup \tilde{\gamma}_{2}$ is a line. By Observation 3.3, $h$ is onto, so that $\tilde{\gamma}_{1} \cup \tilde{\gamma}_{2}$ lies in the image of $h$. Choose a vertex $\tilde{y}_{i} \in \tilde{\gamma}_{i} \cap q^{-1}\left(H B_{0}(\tau)\right)$, and choose $x_{i} \in h^{-1}\left(\tilde{y}_{i}\right)$. Then both $x_{i}$ lie in $\Gamma_{(\tau, 0)}$, but any path through $\Gamma_{(\tau,-\lambda)}$ joining $x_{1}$ to $x_{2}$ would be mapped to a path in $q^{-1}\left(H B_{-\lambda}(\tau)\right)$ joining $\tilde{y}_{1}$ to $\tilde{y}_{2}$. Since $\tilde{T}$ is a tree, no such path exists.

Lemma 3.5. Let $T$ be a minimal $G$-tree and let $\mathscr{E}$ be a nonempty $G$-invariant set of oriented edges. Then there is no vertex $v$ in $T$ such that all edges of $\mathscr{E}$ are oriented away from $v$.
Proof. The full subtree of $T$ on the vertex subset
$\{v \mid$ each edge of $\mathscr{E}$ is oriented away from $v\}$
is a proper $G$-invariant subtree. By minimality, this set must be empty.
Corollary 3.6. Let $T$ be a cocompact $G$-tree and let $\tilde{T}$ be a minimal $G$-tree. Let $q: \tilde{T} \rightarrow T$ be a $G$-morphism that is surjective but not locally injective. Then every vertex of $T$ is faced by a collapsing pair.

Proof. Let $\tilde{\mathscr{E}}$ be the set of oriented edges of $\tilde{T}$ that are part of a collapsing pair. This is a $G$-invariant set, and it is nonempty because $q$ is not locally injective. By Lemma 3.5, each vertex $\tilde{v}$ of $\tilde{T}$ must therefore have an edge $\tilde{e}$ in $\tilde{\mathscr{E}}$ oriented toward $\tilde{v}$. Set $v=q(\tilde{v})$. Then if $q(\tilde{e})$ is not oriented toward $v$, the image of the path from $\tilde{e}$ to $\tilde{v}$ must contain points of backtracking. The point of backtracking closest to $v$ gives rise to a collapsing pair facing $v$. Because $q$ is surjective, all vertices of $T$ are of this form.

Observation 3.7. If a cocompact $G$-tree $T$ has a nonempty $G$-invariant subtree $T^{\prime}$, then $T$ is a Hausdorff neighborhood of $T^{\prime}$. Hence, $T$ and $T^{\prime}$ have the same set of end points.

Proposition 3.8. Let $T$ be a cocompact $G$-tree and let $\tilde{T}$ be a minimal $G$-tree. Suppose $q: \tilde{T} \rightarrow T$ is a $G$-morphism that is not locally injective. Then there exists at most one point $E_{0} \in \partial T$ such that no collapsing pairs face $E_{0}$.

Proof. By Observation 3.7, the ends of $T$ and the ends of $q(\tilde{T})$ are the same, so we may assume $q$ is surjective. By Corollary 3.6, each vertex of $T$ is faced by a collapsing pair in $\tilde{T}$. If two points of $\partial T$ were not faced by a collapsing pair, then no vertex on the line between them would be faced by a collapsing pair. Hence, there can be at most one point of $\partial T$ not faced by a collapsing pair.

This proposition has an interesting consequence. If such an end $E_{0}$ exists, it must clearly be fixed by $\rho$. Yet points of the boundary that are fixed by $\rho$ correspond to homomorphisms $G \rightarrow \mathbb{R}$, and such an end point lies in $\Sigma^{n}(\rho)$ if and only if the corresponding homomorphism lies in the BNSR invariant $\Sigma^{n}(G)$, as discussed in Section 2. Since we only consider simplicial trees, such points in fact correspond to homomorphisms $G \rightarrow \mathbb{Z}$.

Corollary 3.9. Under the conditions of Proposition 3.8, if an end point $E_{0} \in \partial T$ is faced by no collapsing pair in $\tilde{T}$, then there exists a canonically associated discrete character $\chi: G \rightarrow \mathbb{Z}$ such that $E_{0} \in \Sigma^{n}(\rho)$ if and only if $[\chi] \in \Sigma^{n}(G)$, the BNSR invariant.

Proof of the Main Theorem. Because $q$ is not locally injective, Proposition 3.8 ensures that there is at most one end point faced by a collapsing pair. Because $q$ is locally surjective, Proposition 3.4 ensures that every end point faced by a collapsing pair lies outside $\Sigma^{1}(\rho)$.

The case where stabilizers under $\tilde{\boldsymbol{\rho}}$ have type $\boldsymbol{F}_{\boldsymbol{n}}$. Recall the topological construction of the Bass-Serre tree, discussed in [Geoghegan 2008, §6.2; Scott and Wall 1979]: the action $\tilde{\rho}$ corresponds to a graph of groups decomposition of $G$. From this we can build a $K(G, 1) X$ admitting the quotient $G \backslash \tilde{T}$ as a retract. Let $p: \tilde{X} \rightarrow X$ be the universal covering projection. There is a natural $G$-map $h: \tilde{X} \rightarrow \tilde{T}$, and it is clear from the construction of $h$ that $h^{-1}(A) \subseteq \tilde{X}$ is contractible for any connected subset $A \subseteq \tilde{T}$. If for an integer $n \geq 1$ all point stabilizers under $\tilde{\rho}$ have type $F_{n}$, then we can take $X$ to have compact $n$-skeleton. Hence, letting $\Gamma$ be the $n$-skeleton of $\tilde{X}$, the composition $\bar{h}=\left.q \circ h\right|_{\Gamma}: \Gamma \rightarrow T$ is an appropriate control map for $\rho$.
Definition 3.10. While the map $q$ does not induce a map $\partial \tilde{T} \rightarrow \partial T$, each geodesic ray in $T$ can be lifted to one or more geodesic rays in $\tilde{T}$ (see Observation 3.2) as long as $q$ is locally surjective. Hence, given $E \in \partial T$, we can consider the set $q^{-1}(E) \subseteq \partial \tilde{T}$ of end points represented by lifts of rays representing $E$.
Lemma 3.11. If $q$ is locally surjective, then $q^{-1}(E)$ is a singleton if and only if there are no collapsing pairs facing $E$.
Proof. Suppose that $q^{-1}(E)$ is not a singleton. Then for $\tau$ representing $E$, there exist two distinct lifts $\tilde{\tau}_{1}$ and $\tilde{\tau}_{2}$, representing distinct points $\tilde{E}_{1}$ and $\tilde{E}_{2}$ of $\partial \tilde{T}$. If these lifts are not disjoint, then where they split (as they must, eventually) there is a collapsing pair facing $E$. If they are disjoint, consider the geodesic path $P$ through $\tilde{T}$ connecting them. The image of $P$ in $T$ is a finite subtree of $T$. Choose any vertex $v \neq \tau(0)$ that is a leaf of this subtree. This leaf and the corresponding edge lie under a collapsing pair of edges of $P$ facing $E$.

Now suppose there is a collapsing pair ( $\tilde{e}_{1}, \tilde{e}_{2}$ ) of edges of $\tilde{T}$ facing $E$. Let $e$ be their common image in $T$, and let $\zeta$ be the geodesic ray in $T$ representing $E$ and beginning with the edge $e$. Then there are distinct lifts $\tilde{\zeta}_{1}$ and $\tilde{\zeta}_{2}$ of $\zeta$, each representing a distinct end point of $\tilde{T}$. Hence $q^{-1}(E)$ is not a singleton.
Proof of Theorem 1.9. If there is a collapsing pair facing $E$, then by Proposition 3.4, $E \notin \Sigma^{1}(\rho)$.

If there is no collapsing pair facing $E$, we take the control map $\bar{h}$ described above. By construction of $\bar{h}$, we need only show that $q^{-1}\left(H B_{r}(\tau)\right)$ is connected for any horoball $H B_{r}(\tau)$ about $E$.

For $i=1,2$, let $\tilde{z}_{i}$ be a point in $q^{-1}\left(H B_{r}(\tau)\right)$, and let $z_{i}$ be its image in $T$. We find a path between $\tilde{z}_{1}$ and $\tilde{z}_{2}$ lying in $q^{-1}\left(H B_{r}(\tau)\right)$.

There is a unique geodesic ray $\zeta_{i}$ in $T$ that emanates from $z_{i}$ and represents $E$. Let $\tilde{\zeta}_{i}$ be the lift of $\zeta_{i}$ to $\tilde{T}$ emanating from $\tilde{z}_{i}$. Since $\zeta_{i}$ lies in $H B_{r}(\tau), \tilde{\zeta}_{i}$ lies in $q^{-1}\left(H B_{r}(\tau)\right)$. Also, since $q^{-1}(E)$ is a singleton, $\tilde{\zeta}_{1}(\infty)=\tilde{\zeta}_{2}(\infty)$. Hence, $\tilde{\zeta}_{1}$ and $\tilde{\zeta}_{2}$ must eventually merge. The closure of $\left(\operatorname{im} \tilde{\zeta}_{1} \cup \operatorname{im} \tilde{\zeta}_{2}\right)-\left(\operatorname{im} \tilde{\zeta}_{1} \cap \operatorname{im} \tilde{\zeta}_{2}\right)$ is the geodesic connecting $\tilde{z}_{1}$ to $\tilde{z}_{2}$.
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# REMARKS ON THE CURVATURE BEHAVIOR AT THE FIRST SINGULAR TIME OF THE RICCI FLOW 

Nam Q. Le and Natasa Sesum

We study the curvature behavior at the first singular time of a solution to the Ricci flow

$$
\frac{\partial}{\partial t} g_{i j}=-2 R_{i j}, \quad t \in[0, T)
$$

on a smooth, compact $\boldsymbol{n}$-dimensional Riemannian manifold $M$. If the flow has uniformly bounded scalar curvature and develops Type I singularities at $T$, we show that suitable blow-ups of the evolving metrics converge in the pointed Cheeger-Gromov sense to a Gaussian shrinker by using Perelman's $\mathscr{W}^{W}$-functional. If the flow has uniformly bounded scalar curvature and develops Type II singularities at $T$, we show that suitable scalings of the potential functions in Perelman's entropy functional converge to a positive constant on a complete, Ricci flat manifold. We also show that if the scalar curvature is uniformly bounded along the flow in certain integral sense then the flow either develops a Type II singularity at $T$ or it can be smoothly extended past time $T$.

## 1. Introduction

The Ricci flow and previous results. Let $M$ be a smooth, compact $n$-dimensional Riemannian manifold without boundary equipped with a smooth Riemannian metric $g_{0}$, where $n \geq 3$. Let $g(t), 0 \leq t<T$, be a one-parameter family of metrics on $M$. The Ricci flow equation on $M$ with initial metric $g_{0}$

$$
\begin{equation*}
\frac{\partial}{\partial t} g(t)=-2 \operatorname{Ric}(g(t)), \quad g(0)=g_{0} \tag{1-1}
\end{equation*}
$$

was introduced in the seminal paper [Hamilton 1982]. It is a weakly parabolic system of equations whose short-time existence was proved by Hamilton using the Nash-Moser implicit function theorem in the same paper and after that simplified by DeTurck [1983]. The goal in the analysis of (1-1) is to understand the long-time behavior of the flow and possible singularity formation or convergence of the flow in the cases when we do have a long-time existence. In general, the behavior of the flow can give insight into the topology of the underlying manifold. One of the

[^7]great successes is the resolution of the Poincaré conjecture by Perelman. In order to discuss the long-time behavior we have to understand what happens at the singular time and also what the optimal conditions for having a smooth solution are.

Hamilton [1995b] showed that if the norm of Riemannian curvature $|\mathrm{Rm}|(g(t))$ stays uniformly bounded in time for all $t \in[0, T)$ with $T<\infty$, then we can extend the flow (1-1) smoothly past time $T$. In other words, either the flow exists forever or the norm of Riemannian curvature blows up in finite time. Wang [2008] and Ye [2008] extended this result, assuming certain integral bounds on the Riemannian curvature. Namely, if

$$
\int_{0}^{T} \int_{M}|\mathrm{Rm}|^{\alpha} d \operatorname{vol}_{g(t)} d t \leq C \quad \text { for some } \alpha \geq \frac{n+2}{2}
$$

then the flow can be extended smoothly past time $T$. Throughout the paper, $d \mathrm{vol}_{g}$ denotes the Riemannian volume density on $(M, g)$. On the other hand, Sesum [2005] improved Hamilton's extension result and showed if the norm of Ricci curvature is uniformly bounded over a finite time interval $[0, T)$, then we can extend the flow smoothly past time $T$. Wang [2008] improved this even further, showing that if Ricci curvature is uniformly bounded from below and if the space-time integral of the scalar curvature is bounded, say

$$
\int_{0}^{T} \int_{M}|R|^{\alpha} d \operatorname{vol}_{g(t)} d t \leq C \quad \text { for } \alpha \geq \frac{n+2}{2}
$$

where $R$ is the scalar curvature, then we can extend the flow smoothly past time $T$. The requirement on Ricci curvature in [Wang 2008] is rather restrictive. Ricci flow does not in general preserve nonnegative Ricci curvature in dimensions $n \geq 4$. See [Knopf 2006] for noncompact examples starting in dimension $n=4$ and [Böhm and Wilking 2007] for compact examples starting in dimension $n=12$. Recently, Maximo [2011] brought the result of [Böhm and Wilking 2007] down to dimension 4 by showing that nonnegative Ricci curvature is not preserved under Ricci flow for closed compact manifolds of dimensions 4 and above. Without assuming the boundedness from below of Ricci curvature, Ma and Cheng [2010] proved that the norm of Riemannian curvature can be controlled given integral bounds on the scalar curvature $R$ and the Weyl tensor $W$ from the orthogonal decomposition of the Riemannian curvature tensor. Their bounds are of the form

$$
\int_{0}^{T} \int_{M}\left(|R|^{\alpha}+|W|^{\alpha}\right) d \operatorname{vol}_{g(t)} d t \leq C \quad \text { for } \alpha \geq \frac{n+2}{2}
$$

This is not surprising since Knopf [2009] has shown that the trace-free Ricci tensor is controlled pointwise by the scalar curvature and the Weyl tensor without any additional hypotheses. Zhang [2010] proved that the scalar curvature controls the Kähler Ricci flow $\frac{\partial}{\partial t} g_{i \bar{j}}=-R_{i \bar{\jmath}}-g_{i \bar{j}}$ starting from any Kähler metric $g_{0}$.

Main results. The above results, in particular that of [Zhang 2010], support the belief that the scalar curvature should control the Ricci flow in the Riemannian setting as well. Enders, Müller and Topping [2010] justified this belief for Type I Ricci flow:

Theorem 1.1 [Enders et al. 2010]. Let $M$ be a smooth, compact n-dimensional Riemannian manifold equipped with a smooth Riemannian metric $g_{0}$ and $g(\cdot, t)$ be a solution to the Type I Ricci flow (1-1) on M. Assume there is a constant C so that $\sup _{M}|R(\cdot, t)| \leq C$ for all $t \in[0, T)$ and $T<\infty$. Then we can extend the flow past time $T$.

Their proof was based on a blow-up argument using Perelman's reduced distance and pseudolocality theorem.

Assume the flow (1-1) develops a singularity at $T<\infty$.
Definition 1.1. We say that (1-1) has a Type I singularity at $T$ if there exists a constant $C>0$ such that for all $t \in[0, T)$

$$
\begin{equation*}
\max _{M}|\operatorname{Rm}(\cdot, t)| \cdot(T-t) \leq C \tag{1-2}
\end{equation*}
$$

Otherwise we say the flow develops Type II singularity at T. Moreover, the flow that satisfies (1-2) will be referred to as to the Type I Ricci flow.

In this paper, we also use a blow-up argument to study curvature behavior at the first singular time of the Ricci flow. We deal with both Type I and II singularities. Assume that the scalar curvature is uniformly bounded along the flow. If the flow develops Type I singularities at some finite time $T$ then by using Perelman's entropy functional $\mathscr{W}$, we show that suitable blow-ups of the evolving metrics converge in the pointed Cheeger-Gromov sense to a Gaussian shrinker.

Theorem 1.2. Let $M$ be a smooth, compact n-dimensional Riemannian manifold $(n \geq 3)$ and $g(\cdot, t)$ be a solution to the Ricci flow (1-1) on M. Assume there is a constant $C$ so that $\sup _{M}|R(\cdot, t)| \leq C$ for all $t \in[0, T)$ and $T<\infty$. Assume that at $T$ we have a Type I singularity and the norm of the curvature operator blows up. Then by suitably rescaling the metrics, we get a Gaussian shrinker in the limit.

A simple consequence of the proof of Theorem 1.2 is following result, which is also proved in [Naber 2010]. Instead of the reduced distance techniques used by Naber, we use Perelman's monotone functional ${ }^{W}$.

Corollary 1.1. Let $M$ be a smooth, compact n-dimensional Riemannian manifold $(n \geq 3)$ and $g(\cdot, t)$ be a solution to the Ricci flow (1-1) on M. If the flow has a Type I singularity at $T$, then a suitable rescaling of the solution converges to a gradient shrinking Ricci soliton.

Naber [2010] proved that in the case of a Type I singularity, a suitable rescaling of the flow converges to gradient shrinking Ricci soliton. Enders, Müller and Topping [2010] recently showed that the limiting soliton represents a singularity model, that is, it is nonflat (see also [Cao and Zhang 2011]). The open question is whether using Perelman's $\mathbb{W}$-functional, one can produce in the limit a singularity model (nonflat gradient shrinking Ricci solitons). We prove some interesting estimates on the minimizers of Perelman's $\mathscr{W}^{W}$-functional which could be of independent interest.

On the other hand, if the flow develops Type II singularities at some finite time $T$, then we show that suitable scalings of the potential functions in Perelman's entropy functional converge to a positive constant on a complete, Ricci flat manifold which is the pointed Cheeger-Gromov limit of a suitably chosen sequence of blow-ups of the original evolving metrics.

Theorem 1.3. Let $M$ be a smooth, compact $n$-dimensional Riemannian manifold $(n \geq 3)$ and $g(\cdot, t)$ be a solution to the Ricci flow (1-1) on M. Assume there is a constant $C$ so that $\sup _{M}|R(\cdot, t)| \leq C$ for all $t \in[0, T)$ and $T<\infty$. Assume that at $T$ we have a Type II singularity and the norm of the curvature operator blows up. Let $\phi_{i}$ be as in the proof of Theorem 1.2 (see, for example, (3-9)). Then by suitably rescaling the metrics and $\phi_{i}$, we get as a limit of $\phi_{i}$ a positive constant on a complete, Ricci flat manifold.

We believe that Theorem 1.3 may play a role in proving the nonexistence of Type II singularities if the scalar curvature is uniformly bounded along the flow. We are still investigating this issue.

For a precise definition of $\phi_{i}$, see Section 3.
There has been a striking analogy between the Ricci flow and the mean curvature flow for decades now. Around the same time Hamilton proved that the norm of the Riemannian curvature under the Ricci flow must blow up at a finite singular time, Huisken [1984] showed that the norm of the second fundamental form of an evolving hypersurface under the mean curvature flow must blow up at a finite singular time. The analogue of Wang's result holds for the mean curvature flow as well [Le and Sesum 2011], namely if the second fundamental form of an evolving hypersurface is uniformly bounded from below and if the mean curvature is bounded in a certain integral sense, then we can smoothly extend the flow. In the follow-up paper [Le and Sesum 2010] the authors show that given only the uniform bound on the mean curvature of the evolving hypersurface, the flow either develops a Type II singularity or can be smoothly extended. In the case the dimension of the evolving hypersurfaces is 2 they show that under some density assumptions one can smoothly extend the flow provided that the mean curvature is uniformly bounded. Finally, in contrast to the lower bound on the scalar curvature (2-3), at the first singular time of the mean curvature flow, the mean curvature can either
tend to $\infty$ (as in the case of a round sphere) or $-\infty$ as in some examples of Type II singularities [Angenent and Velázquez 1997].

If we replace the pointwise scalar curvature bound in Theorem 1.1 with an integral bound, we can prove the following theorems.
Theorem 1.4. If $g(\cdot, t)$ solves $(1-1)$ and if

$$
\begin{equation*}
\int_{M}|R|^{\alpha}(t) d \operatorname{vol}_{g(t)} \leq C_{\alpha} \tag{1-3}
\end{equation*}
$$

for all $t \in[0, T)$ where $\alpha>n / 2$ and $T<\infty$, then either the flow develops a Type II singularity at $T$ or the flow can be smoothly extended past time $T$.
Remark 1.1. The condition on $\alpha$ in Theorem 1.4 is optimal. Let $\left(S^{n}, g_{0}\right)$ be the space form of constant sectional curvature 1. The Ricci flow on $M=S^{n}$ with initial metric $g_{0}$ has the solution $g(t)=(1-2(n-1) t) g_{0}$. Therefore $T=1 /(2(n-1))$ is the maximal existence time. Rewrite $g(t)=2(n-1)(T-t) g_{0}$ to compute

$$
\begin{aligned}
\int_{M}|R|^{\alpha}(t) d \operatorname{vol}_{g(t)} & =\operatorname{vol}_{g(t)}(M)\left(\frac{n}{2(T-t)}\right)^{\alpha} \\
& =\operatorname{vol}_{g(0)}(M)(2(n-1)(T-t))^{n / 2}\left(\frac{n}{2(T-t)}\right)^{\alpha} \\
& =\operatorname{vol}_{g(0)}(M) 2^{n / 2-\alpha}(n-1)^{n / 2} n^{\alpha} \frac{1}{(T-t)^{\alpha-n / 2}}
\end{aligned}
$$

Hence $\int_{M}|R|^{\alpha}(t) d \operatorname{vol}_{g(t)}$ tends to $\infty$ as $t \rightarrow T$ if and only if $\alpha>n / 2$.
Theorem 1.5. If $g(\cdot, t)$ solves (1-1) and if we have the space-time integral bound

$$
\begin{equation*}
\int_{0}^{T} \int_{M}|R|^{\alpha}(t) d \operatorname{vol}_{g(t)} d t \leq C_{\alpha} \tag{1-4}
\end{equation*}
$$

for $\alpha \geq(n+2) / 2$, then the flow either develops a Type II singularity at $T$ or can be smoothly extended past time $T$.
Remark 1.2. The condition on $\alpha$ in Theorem 1.5 is optimal. As in Remark 1.1 consider the Ricci flow on the round sphere. Following the computation in Remark 1.1 we get

$$
\int_{0}^{T} \int_{M}|R|^{\alpha} d \operatorname{vol}_{g(t)} d t=\operatorname{vol}_{g(0)}(M) 2^{n / 2-\alpha}(n-1)^{n / 2} n^{\alpha} \int_{0}^{T} \frac{1}{(T-t)^{\alpha-n / 2}} d t
$$

and therefore the integral is $\infty$ if and only if $\alpha \geq(n+2) / 2$.
For the mean curvature flow, a similar result to Theorem 1.5 has been obtained in [Le and Sesum 2010].

The rest of the paper is organized as follows. In Section 2 we give some necessary preliminaries. Section 3 is devoted to the statements and proofs of Theorems 1.2 and 1.3. In Section 4 we prove Theorems 1.4 and 1.5.

## 2. Preliminaries

In this section, we recall basic evolution equations during the Ricci flow and the definition of singularity formation. Then we recall Perelman's entropy functional $\mathscr{W}$ and in Lemma 2.1 prove one of its properties, nonpositivity of the $\mu$ energy. The nonpositivity of the $\mu$-energy turns out to be very crucial for the proof of Theorem 1.1.

Evolution equations and singularity formation. Consider the Ricci flow (1-1) on $[0, T)$. Then, the scalar curvature $R$ and the volume form $\operatorname{vol}_{g(t)}$ evolve by

$$
\begin{align*}
\frac{\partial}{\partial t} R & =\Delta R+2|\mathrm{Ric}|^{2}  \tag{2-1}\\
\frac{\partial}{\partial t} \operatorname{vol}_{g(t)} & =-R \operatorname{vol}_{g(t)} \tag{2-2}
\end{align*}
$$

Because $\mid$ Ric $\left.\right|^{2} \geq R^{2} / n$, the maximum principle applied to (2-1) yields

$$
\begin{equation*}
R(g(t)) \geq \frac{\min _{M} R(g(0))}{1-\left(2 \min _{M} R(g(0)) t\right) / n} \tag{2-3}
\end{equation*}
$$

If $T<+\infty$ and the norm of the Riemannian curvature $|\mathrm{Rm}|(g(t))$ becomes unbounded as $t$ tends to $T$, we say the Ricci flow develops singularities as $t$ tends to $T$ and $T$ is a singular time. It is well-known that the Ricci flow generally develops singularities.

If a solution $(M, g(t))$ to the Ricci flow develops singularities at $T<+\infty$, then according to [Hamilton 1995b], we say that it develops a Type I singularity if

$$
\sup _{t \in[0, T)}(T-t) \max _{M}|\operatorname{Rm}(\cdot, t)|<+\infty
$$

and it develops a Type II singularity if

$$
\sup _{t \in[0, T)}(T-t) \max _{M}|\operatorname{Rm}(\cdot, t)|=+\infty
$$

Clearly, the Ricci flow of a round sphere develops a Type I singularity in finite time. The existence of Type II singularities for the Ricci flow has been recently established in [Gu and Zhu 2008], proving the degenerate neckpinch conjecture of [Hamilton 1995b].

Finally, by the curvature gap estimate for Ricci flow solutions with a finite-time singularity (see, for example, [Chow et al. 2006, Lemma 8.7]), we have

$$
\begin{equation*}
\max _{x \in M}|\operatorname{Rm}(x, t)| \geq \frac{1}{8(T-t)} \tag{2-4}
\end{equation*}
$$

Perelman's entropy functional ${ }^{W}$ and the $\boldsymbol{\mu}$-energy. Perelman [2002] introduced a very important functional, the entropy functional $\mathscr{W}$, for the study of the Ricci flow:

$$
\begin{equation*}
\mathscr{W}(g, f, \tau)=(4 \pi \tau)^{-n / 2} \int_{M}\left(\tau\left(R+|\nabla f|^{2}\right)+f-n\right) e^{-f} d \operatorname{vol}_{g} \tag{2-5}
\end{equation*}
$$

under the constraint $(4 \pi \tau)^{-n / 2} \int_{M} e^{-f} d \operatorname{vol}_{g}=1$. The functional $\mathscr{W}$ is invariant under the parabolic scaling of the Ricci flow and invariant under diffeomorphism. Namely, for any positive number $\alpha$ and any diffeomorphism $\varphi$, we have $\mathscr{W}\left(\alpha \varphi^{*} g, \varphi^{*} f, \alpha \tau\right)=\mathscr{W}(g, f, \tau)$. Perelman showed that if $\dot{\tau}=-1$ and $f(\cdot, t)$ is a solution to the backwards heat equation

$$
\begin{equation*}
\frac{\partial f}{\partial t}=-\Delta f+|\nabla f|^{2}-R+\frac{n}{2 \tau} \tag{2-6}
\end{equation*}
$$

and if $g(\cdot, t)$ solves the Ricci flow (1-1) then

$$
\frac{d}{d t} \mathscr{W}(g(t), f(t), \tau)=(2 \tau) \cdot(4 \pi \tau)^{-n / 2} \int_{M}\left|R_{i j}+\nabla_{i} \nabla_{j} f-\frac{g_{i j}}{2 \tau}\right|^{2} e^{-f} d \operatorname{vol}_{g(t)} \geq 0
$$

The functional $\mathscr{W}$ is constant on metrics $g$ with the property that

$$
R_{i j}+\nabla_{i} \nabla_{j} f-\frac{g_{i j}}{2 \tau}=0
$$

for a smooth function $f$. These metrics are called gradient shrinking Ricci solitons and appear often as singularity models, that is, limits of blown up solutions around finite-time singularities of the Ricci flow.

Let $g(t)$ be a solution to the Ricci flow (1-1) on $(-\infty, T)$. We call a triple $(M, g(t), f(t))$ on $(-\infty, T)$ with smooth functions $f: M \rightarrow \mathbb{R}$ a gradient shrinking soliton in canonical form if it satisfies

$$
\begin{equation*}
\operatorname{Ric}(g(t))+\nabla^{g(t)} \nabla^{g(t)} f(t)-\frac{1}{2(T-t)} g(t)=0 \quad \text { and } \quad \frac{\partial}{\partial t} f(t)=|f(t)|_{g(t)}^{2} \tag{2-7}
\end{equation*}
$$

Perelman also defines the $\mu$-energy

$$
\begin{equation*}
\mu(g, \tau)=\inf \mathscr{W}(g, f, \tau) \quad \text { over }\left\{f \mid(4 \pi \tau)^{-n / 2} \int_{M} e^{-f} d \operatorname{vol}_{g}=1\right\} \tag{2-8}
\end{equation*}
$$

and shows that
(2-9) $\frac{d}{d t} \mu(g(\cdot, t), \tau) \geq(2 \tau) \cdot(4 \pi \tau)^{-n / 2} \int_{M}\left|R_{i j}+\nabla_{i} \nabla_{j}-\frac{g_{i j}}{2 \tau}\right|^{2} e^{-f} d \operatorname{vol}_{g(t)} \geq 0$,
where $f(\cdot, t)$ is the minimizer for $\mathscr{W}(g(\cdot, t), f, \tau)$ with the constraint on $f$ as in (2-8). The $\mu$-energy $\mu(g, \tau)$ corresponds to the best constant of a logarithmic Sobolev inequality. Adjusting some of Perelman's arguments to our situation we get the following lemma whose proof we include for the reader's convenience.

Lemma 2.1 (nonpositivity of the $\mu$-energy). If $g(t)$ is a solution to (1-1) for all $t \in[0, T)$, then $\mu(g(t), T-t) \leq 0$ for all $t \in[0, T)$.

Proof. We are assuming the Ricci flow exists for all $t \in[0, T)$. Fix $t \in[0, T)$. Define $\tilde{g}(s)=g(t+s)$ for $s \in[0, T-t)$. Pick any $\bar{\tau}<T-t$. Let $\tau_{0}=\bar{\tau}-\varepsilon$ with $\varepsilon>0$ small. Pick $p \in M$. We use normal coordinates about $p$ on $\left(M, \tilde{g}\left(\tau_{0}\right)\right)$ to define

$$
f_{1}(x)= \begin{cases}|x|^{2} / 4 \varepsilon & \text { if } d_{\tilde{g}\left(\tau_{0}\right)}\left(x, x_{0}\right)<\rho_{0}  \tag{2-10}\\ \rho_{0}^{2} / 4 \varepsilon & \text { elsewhere }\end{cases}
$$

where $\rho_{0}>0$ is smaller than the injectivity radius. Note that $d \operatorname{vol}_{\tilde{g}\left(\tau_{0}\right)}(x)=$ $1+O\left(|x|^{2}\right)$ near $p$. We compute

$$
\begin{aligned}
& \int_{M}(4 \pi \varepsilon)^{-n / 2} e^{-f_{1}} d \operatorname{vol}_{\tilde{g}\left(\tau_{0}\right)} \\
&=\int_{|x| \leq \rho_{0}}(4 \pi \varepsilon)^{-n / 2} e^{-|x|^{2} / 4 \varepsilon}\left(1+O\left(|x|^{2}\right)\right) d x+O\left(\varepsilon^{-n / 2} e^{-\rho_{0}^{2} / 4 \varepsilon}\right) \\
&=\int_{|y| \leq \rho_{0} / \sqrt{\varepsilon}}(4 \pi)^{-n / 2} e^{-|y|^{2} / 4}\left(1+O\left(\varepsilon|y|^{2}\right)\right) d y+O\left(\varepsilon^{-n / 2} e^{-\rho_{0}^{2} / 4 \varepsilon}\right)
\end{aligned}
$$

The second term goes to zero as $\varepsilon \rightarrow 0$ while the first term converges to

$$
\int_{\mathbb{R}^{n}}(4 \pi)^{-n / 2} e^{-|y|^{2} / 4} d y=1
$$

Writing the integral as $e^{C}$, then $C \rightarrow 0$ as $\varepsilon \rightarrow 0$. And $f=f_{1}+C$ then satisfies the constraint $\int_{M}(4 \pi \varepsilon)^{-n / 2} e^{-f} d \operatorname{vol}_{\tilde{g}\left(\tau_{0}\right)}=1$.

Solve Equation (2-6) backwards with initial value $f$ at $\tau_{0}$. Then $\mathscr{W}\left(\tilde{g}\left(\tau_{0}\right), f\left(\tau_{0}\right), \bar{\tau}-\tau_{0}\right)$

$$
\begin{aligned}
& \begin{aligned}
= & \int_{|x| \leq \rho_{0}}\left(\varepsilon\left(\frac{|x|^{2}}{4 \varepsilon^{2}}+R\right)+\frac{|x|^{2}}{4 \varepsilon}+C-n\right)(4 \pi \varepsilon)^{-n / 2} e^{-|x|^{2} / 4 \varepsilon-C}\left(1+O\left(|x|^{2}\right)\right) d x \\
& +\int_{M-B\left(p, \rho_{0}\right)}\left(\frac{\rho_{o}^{2}}{4 \varepsilon}+\varepsilon R+C-n\right)(4 \pi \varepsilon)^{-n / 2} e^{-r_{0}^{2} / 4 \varepsilon-C} \\
= & \mathrm{I}+\mathrm{II},
\end{aligned}
\end{aligned}
$$

where $\mathrm{I}=e^{-C} \int_{|x| \leq \rho_{0}}\left(|x|^{2} / 2 \varepsilon-n\right)(4 \pi \varepsilon)^{-n / 2} e^{-|x|^{2} / 4 \varepsilon}\left(1+O\left(|x|^{2}\right)\right) d x$ and II contains all the remaining terms. It is obvious that II $\rightarrow 0$ as $\varepsilon \rightarrow 0$ while

$$
\begin{aligned}
& \mathrm{I}=e^{-C} \int_{|y| \leq \rho_{0} / \sqrt{\varepsilon}}\left(\frac{|y|^{2}}{2}-n\right)(4 \pi)^{-n / 2} e^{-|y|^{2} / 4}\left(1+O\left(\varepsilon|y|^{2}\right)\right) d y \\
& \rightarrow \int_{\mathbb{R}^{n}}\left(\frac{|y|^{2}}{2}-n\right)(4 \pi)^{-n / 2} e^{-|y|^{2} / 4} d y=0 \quad \text { as } \varepsilon \rightarrow 0
\end{aligned}
$$

Therefore $\mathscr{W}\left(\tilde{g}\left(\tau_{0}\right), f\left(\tau_{0}\right), \bar{\tau}-\tau_{0}\right) \rightarrow 0$ as $\tau_{0} \rightarrow \bar{\tau}$. By the monotonicity of $\mu$ along the flow, $\mu(g(t), \bar{\tau})=\mu(\tilde{g}(0), \bar{\tau}) \leq \mathscr{W}(\tilde{g}(0), f(0), \bar{\tau}) \leq \mathscr{W}\left(\tilde{g}\left(\tau_{0}\right), f\left(\tau_{0}\right), \bar{\tau}-\tau_{0}\right)$. Letting $\tau_{0} \rightarrow \bar{\tau}$, we get $\mu(g(t), \bar{\tau}) \leq 0$. Since $\bar{\tau}<T-t$ is arbitrary,

$$
\mu(g(t), T-t) \leq 0
$$

## 3. Uniform bound on scalar curvature

In this section, we prove Theorems 1.2 and 1.3.
Proof of Theorem 1.2. By our assumptions, there exists a sequence of times $t_{i} \rightarrow T$ so that $Q_{i}:=\max _{M \times\left[0, t_{i}\right]}|\operatorname{Rm}|(x, t) \rightarrow \infty$ as $i \rightarrow \infty$. Assume that the maximum is achieved at $\left(p_{i}, t_{i}\right) \in M \times\left[0, t_{i}\right]$. Define a rescaled sequence of solutions

$$
\begin{equation*}
g_{i}(t)=Q_{i} \cdot g\left(t_{i}+t / Q_{i}\right) \tag{3-1}
\end{equation*}
$$

We have that

$$
\begin{equation*}
\left|\operatorname{Rm}\left(g_{i}\right)\right| \leq 1 \text { on } M \times\left[-t_{i} Q_{i}, 0\right] \quad \text { and } \quad\left|\operatorname{Rm}\left(g_{i}\right)\right|\left(p_{i}, 0\right)=1 \tag{3-2}
\end{equation*}
$$

By Hamilton's compactness theorem [1995a] and Perelman's $\kappa$-noncollapsing theorem [2002] we can extract a pointed subsequence of solutions ( $M, g_{i}(t), q_{i}$ ), converging in the Cheeger-Gromov sense to a solution to (1-1), which we denote by $\left(M_{\infty}, g_{\infty}(t), q_{\infty}\right)$ for any sequence of points $q_{i} \in M$. In particular, if we take that sequence of points to be exactly $\left\{p_{i}\right\}$, we can guarantee the limiting metric is nonflat. The limiting metric has a sequence of nice properties: Since

$$
\left|R\left(g_{i}(t)\right)\right|=\frac{\left|R\left(g\left(t_{i}+t / Q_{i}\right)\right)\right|}{Q_{i}} \leq \frac{C}{Q_{i}} \rightarrow 0
$$

the limiting solution $\left(M_{\infty}, g_{\infty}(t)\right)$ is scalar flat for each $t \in(-\infty, 0]$. Since it solves the Ricci flow (1-1) and $R_{\infty}:=R\left(g_{\infty}\right)$ evolves by

$$
\frac{\partial}{\partial t} R_{\infty}=\Delta R_{\infty}+2\left|\operatorname{Ric}\left(g_{\infty}\right)\right|^{2}
$$

we have that $\operatorname{Ric}\left(g_{\infty}\right) \equiv 0$, that is, the limiting metric is Ricci flat. We will get a Gaussian shrinker by using Perelman's functional $\mu$ defined by (2-8). Recall that (see the computation in [Kleiner and Lott 2008])

$$
\frac{d}{d t} \mu(g(t), \tau) \geq 2 \tau \cdot(4 \pi \tau)^{-n / 2} \int_{M}\left|\operatorname{Ric}+\nabla \nabla f-\frac{g}{2 \tau}\right|^{2} e^{-f} d \operatorname{vol}_{g(t)}
$$

where $f(\cdot, t)$ is the minimizer realizing $\mu(g(t), \tau)$, and $\tau=T-t$.
In this proof of Theorem 1.2, we take $s, v \in[-10,0]$ with $s<v$. Then, by (3-2), $g_{i}(s)$ and $g_{i}(v)$ are defined for $i$ sufficiently large. Then, by the invariant property
of $\mu$ under the parabolic scaling of the Ricci flow, for $s<v \in[-10,0]$ one has

$$
\begin{align*}
& \mu\left(g_{i}(v), Q_{i}\left(T-t_{i}\right)-v\right)-\mu\left(g_{i}(s), Q_{i}\left(T-t_{i}\right)-s\right)  \tag{3-3}\\
& =\mu\left(g\left(t_{i}+\frac{v}{Q_{i}}\right), T-t_{i}-\frac{v}{Q_{i}}\right)-\mu\left(g\left(t_{i}+\frac{s}{Q_{i}}\right), T-t_{i}-\frac{s}{Q_{i}}\right) \\
& =\int_{t_{i}+s / Q_{i}}^{t_{i}+v / Q_{i}} \frac{d}{d t} \mu(g(t), T-t) d t \\
& \geq \int_{t_{i}+s / Q_{i}}^{t_{i}+v / Q_{i}} \int_{M} 2 \tau(4 \pi \tau)^{-n / 2} \cdot\left|\operatorname{Ric}+\nabla \nabla f-\frac{g}{2 \tau}\right|^{2} e^{-f} d \operatorname{vol}_{g(t)} d t \\
& =2 \int_{s}^{v} \int_{M}\left(m_{i}(r)\left(4 \pi m_{i}(r)\right)^{-n / 2}\right. \\
& \left.\cdot\left|\operatorname{Ric}\left(g_{i}(r)\right)+\nabla \nabla f-\frac{g_{i}}{2 m_{i}(r)}\right|^{2} e^{-f}\right) d \operatorname{vol}_{g_{i}(r)} d r,
\end{align*}
$$

where, for simplicity, $m_{i}(r)=Q_{i}\left(T-t_{i}\right)-r$.
Since we are assuming the flow develops a Type I singularity at $T$, we have

$$
\begin{equation*}
\lim _{i \rightarrow \infty} Q_{i}\left(T-t_{i}\right)=a<\infty \tag{3-4}
\end{equation*}
$$

Thus, by (2-4), one has for $r \in[-10,0]$,

$$
\begin{equation*}
\lim _{i \rightarrow \infty} m_{i}(r)=a-r>0 \tag{3-5}
\end{equation*}
$$

By Lemma 2.1 and by the monotonicity of $\mu(g(t), T-t)$ (see (2-9)),

$$
\begin{equation*}
\mu(g(0), T) \leq \mu(g(t), T-t) \leq 0 \tag{3-6}
\end{equation*}
$$

Estimate (3-6) implies that there exists a finite $\lim _{t \rightarrow T} \mu(g(t), T-t)$ which implies that the left-hand side of (3-3) tends to zero as $i \rightarrow \infty$. Letting $i \rightarrow \infty$ in (3-3) and using (3-5), we get

$$
\begin{align*}
& \lim _{i \rightarrow \infty} \int_{s}^{v} \int_{M}\left((a-r)(4 \pi(a-r))^{-n / 2}\right.  \tag{3-7}\\
& \times\left.\left|\operatorname{Ric}\left(g_{i}\right)+\nabla \nabla f-\frac{g_{i}}{2(a-r)}\right|^{2} e^{-f}\right) d \operatorname{vol}_{g_{i}(r)} d r=0
\end{align*}
$$

We would like to say that we can extract a subsequence so that $f\left(\cdot, t_{i}+r / Q_{i}\right)$ converges smoothly to a smooth function $f_{\infty}(r)$ on $\left(M_{\infty}, g_{\infty}(r)\right)$, which will then be a potential function for a limiting gradient shrinking Ricci soliton $g_{\infty}$. In order to do that, we need some uniform estimates for $f\left(\cdot, t_{i}+r / Q_{i}\right)$. The equation satisfied by $f\left(t_{i}+r / Q_{i}\right)$ in (3-3) is

$$
\begin{equation*}
\left(T-t_{i}-\frac{r}{Q_{i}}\right)\left(2 \Delta f-|\nabla f|^{2}+R\right)+f-n=\mu\left(g\left(t_{i}+\frac{r}{Q_{i}}\right), T-t_{i}-\frac{r}{Q_{i}}\right) \tag{3-8}
\end{equation*}
$$

Let $f_{i}(\cdot, r)=f\left(\cdot, t_{i}+r / Q_{i}\right)$. Then

$$
\begin{aligned}
&\left(Q_{i}\left(T-t_{i}\right)-r\right)\left(2 \Delta_{g_{i}(r)} f_{i}(r)-\left|\nabla_{g_{i}(r)} f_{i}(r)\right|^{2}+R\left(g_{i}(r)\right)\right)+f_{i}(r)-n \\
&=\mu\left(g_{i}(r), Q_{i}\left(T-t_{i}\right)-r\right)
\end{aligned}
$$

Define $\phi_{i}(\cdot, r)=e^{-f_{i}(\cdot, r) / 2}$. This function $\phi_{i}(\cdot, r)$ satisfies a nice elliptic equation

$$
\begin{align*}
\left(Q_{i}\left(T-t_{i}\right)-r\right)\left(-4 \Delta_{g_{i}(r)}\right. & \left.+R\left(g_{i}(r)\right)\right) \phi_{i}  \tag{3-9}\\
& =2 \phi_{i} \log \phi_{i}+\left(\mu\left(g_{i}(r), Q_{i}\left(T-t_{i}\right)-r\right)+n\right) \phi_{i}
\end{align*}
$$

Recall that, in this proof of Theorem 1.2, we consider $r \in[-10,0]$. We take the liberty of suppressing certain dependencies on $r$ whenever no confusion may arise.

Our first estimates are uniform global $W^{1,2}$ estimates for $\phi_{i}(r)$ :
Lemma 3.1. There exists a uniform constant $C$ so that for all $r \in[-10,0]$ and all $i$, one has
$\int_{M} \phi_{i}^{2}(\cdot, r) d \operatorname{vol}_{g_{i}(r)}+\int_{M}\left|\nabla_{g_{i}(r)} \phi_{i}(\cdot, r)\right|^{2} d \operatorname{vol}_{g_{i}(r)} \leq C\left(Q_{i}\left(T-t_{i}\right)-r\right)^{n / 2} \leq \widetilde{C}$.
Proof. The function $\phi_{i}(r)$ satisfies the $L^{2}$-constraint

$$
\int_{M}\left(4 \pi m_{i}(r)\right)^{-n / 2}\left(\phi_{i}(r)\right)^{2} d \operatorname{vol}_{g_{i}(r)}=1
$$

and is in fact smooth [Rothaus 1981]. Here, we have used $m_{i}(r)=Q_{i}\left(T-t_{i}\right)-r$.
To simplify, let $F_{i}(r)=\phi_{i}(r) / c_{i}(r)$, where $c_{i}(r)=\left(4 \pi m_{i}(r)\right)^{n / 4}$. Then

$$
\int_{M}\left(F_{i}(r)\right)^{2} d \operatorname{vol}_{g_{i}(r)}=1
$$

and the equation for $F_{i}(r)$ becomes

$$
\begin{aligned}
m_{i}(r)\left(-4 \Delta_{g_{i}(r)}+\right. & \left.R\left(g_{i}(r)\right)\right) F_{i}(r) \\
& =2 F_{i}(r) \log F_{i}(r)+\left(\mu\left(g_{i}(r), m_{i}(r)\right)+n+2 \log c_{i}(r)\right) F_{i}(r)
\end{aligned}
$$

Introduce

$$
\mu_{i}(r)=\mu\left(g_{i}(r), m_{i}(r)\right)+n+2 \log c_{i}(r)
$$

Then

$$
-\Delta_{g_{i}(r)} F_{i}=\frac{1}{2 m_{i}(r)} F_{i} \log F_{i}+\left(\frac{\mu_{i}(r)}{4 m_{i}(r)}-\frac{1}{4} R\left(g_{i}(r)\right)\right) F_{i} .
$$

Multiplying the above equation by $F_{i}(r)$ and integrating over $M$, we get

$$
\begin{align*}
& \int_{M}\left|\nabla_{g_{i}} F_{i}\right|^{2} d \operatorname{vol}_{g_{i}(r)}=\frac{1}{2 m_{i}(r)} \int_{M}  \tag{3-10}\\
& F_{i}^{2} \log F_{i} d \operatorname{vol}_{g_{i}(r)} \\
&+\int_{M}\left(\frac{\mu_{i}(r)}{4 m_{i}(r)}-\frac{1}{4} R\left(g_{i}\right)\right) F_{i}^{2} d \operatorname{vol}_{g_{i}(r)}
\end{align*}
$$

Because $\int_{M}\left(F_{i}(r)\right)^{2} d \operatorname{vol}_{g_{i}(r)}=1$, by Jensen's inequality for the logarithm,

$$
\begin{align*}
\int_{M} F_{i}^{2} \log F_{i} d \operatorname{vol}_{g_{i}(r)} & =\frac{n-2}{4} \int_{M} F_{i}^{2} \log F_{i}^{4 /(n-2)} d \operatorname{vol}_{g_{i}(r)}  \tag{3-11}\\
& \leq \frac{n-2}{4} \log \int_{M} F_{i}^{2+4 /(n-2)} d \operatorname{vol}_{g_{i}(r)} \\
& =\frac{n-2}{4} \log \int_{M} F_{i}^{(2 n) /(n-2)} d \operatorname{vol}_{g_{i}(r)}
\end{align*}
$$

On the other hand, we recall the following Sobolev inequality (see also [Hebey 1999, Theorem 5.6]):

Theorem 3.1 [Hebey and Vaugon 1995]. For any smooth, compact Riemannian $n$-manifold $(M, g)$, where $n \geq 3$, such that

$$
|\operatorname{Rm}(g)| \leq \Lambda_{1}, \quad\left|\nabla_{g} \operatorname{Rm}(g)\right| \leq \Lambda_{2}, \quad \operatorname{inj}_{(M, g)} \geq \gamma
$$

there is a uniform constant $B\left(n, \Lambda_{1}, \Lambda_{2}, \gamma\right)$ so that for any $u \in W^{1,2}(M)$,

$$
\begin{align*}
\left(\int_{M}|u|^{(2 n) /(n-2)}\right. & \left.d \operatorname{vol}_{g}\right)^{(n-2) / n}  \tag{3-12}\\
& \leq C(n) \int_{M}|\nabla u|^{2} d \operatorname{vol}_{g}+B\left(n, \Lambda_{1}, \Lambda_{2}, \gamma\right) \int_{M} u^{2} d \operatorname{vol}_{g}
\end{align*}
$$

By Perelman's noncollapsing result, Theorem 3.1 applies to $\left(M, g_{i}(r)\right)$ with uniform constants $\Lambda_{1}, \Lambda_{2}, \gamma$, independent of $r \in[-10,0]$ and $i$. In particular, letting $u=F_{i}(r)$ in (3-12), we find that

$$
\begin{align*}
& \int_{M}\left(F_{i}(r)\right)^{(2 n) /(n-2)} d \operatorname{vol}_{g_{i}(r)}  \tag{3-13}\\
& \quad \leq C(n)\left(\int_{M}\left|\nabla_{g_{i}(r)} F_{i}(r)\right|^{2} d \operatorname{vol}_{g_{i}(r)}\right)^{n /(n-2)}+B\left(n, \Lambda_{1}, \Lambda_{2}, \gamma\right)
\end{align*}
$$

Combining (3-10), (3-11) and (3-13), we obtain

$$
\begin{align*}
& \int_{M}\left|\nabla_{g_{i}} F_{i}\right|^{2} d \operatorname{vol}_{g_{i}(r)}  \tag{3-14}\\
& \begin{array}{l}
\leq \frac{n-2}{8 m_{i}(r)} \log \int_{M} F_{i}^{(2 n) /(n-2)} d \operatorname{vol}_{g_{i}(r)} \\
\\
\end{array} \quad+\int_{M}\left(\frac{\mu_{i}(r)}{4 m_{i}(r)}-\frac{1}{4} R\left(g_{i}\right)\right) F_{i}^{2} d \operatorname{vol}_{g_{i}(r)}
\end{align*}
$$

$$
\begin{array}{r}
\leq \frac{n-2}{8 m_{i}(r)} \log \left(C(n)\left(\int_{M}\left|\nabla F_{i}\right|^{2} d \operatorname{vol}_{g_{i}(r)}\right)^{n /(n-2)}+B\left(n, \Lambda_{1}, \Lambda_{2}, \gamma\right)\right) \\
+\int_{M}\left(\frac{\mu_{i}(r)}{4 m_{i}(r)}-\frac{1}{4} R\left(g_{i}\right)\right) F_{i}^{2} d \operatorname{vol}_{g_{i}(r)}
\end{array}
$$

Recall that $R\left(g_{i}(r)\right)$ is uniformly bounded by the scaling and furthermore

$$
\lim _{i \rightarrow \infty} Q_{i}\left(T-t_{i}\right)=a \in\left[\frac{1}{8}, \infty\right)
$$

Thus, if $r \in[-10,0]$, then Equation (3-14) gives a global uniform bound for $\int_{M}\left|\nabla_{g_{i}(r)} F_{i}(r)\right|^{2} d \operatorname{vol}_{g_{i}(r)}$. Since $\phi_{i}(r)=c_{i}(r) F_{i}(r)$, we then have a global uniform bound for $\int_{M}\left|\nabla_{g_{i}(r)} \phi_{i}(r)\right|^{2} d \operatorname{vol}_{g_{i}(r)}$.

Now, elliptic $L^{p}$ theory gives uniform $C^{1, \alpha}$ estimates for $\phi_{i}(r)$ on compact sets [Gilbarg and Trudinger 2001]. We need higher order derivative estimates on $\phi_{i}(r)$ to conclude that for a suitably chosen sequence of points $q_{i}$ around which we take the limit, we have $f_{\infty}(r)=-2 \log \phi_{\infty}(r)$ for a smooth function $f_{\infty}(r)$ (where $f_{\infty}(r)$ is the limit of $f_{i}(r)$ and $\phi_{\infty}(r)$ is the limit of $\left.\phi_{i}(r)\right)$. For the higher order estimates, it is crucial to prove that $\left\{\phi_{i}(r)\right\}$ stay uniformly bounded from below on compact sets around $q_{i}$.

In (3-7), take $s=-10$ and $v=0$. For each $i$, let $r_{i} \in[-10,0]$ be such that

$$
\begin{aligned}
&\left(a-r_{i}\right)\left(4 \pi\left(a-r_{i}\right)\right)^{-n / 2} \left\lvert\, \operatorname{Ric}\left(g_{i}\left(r_{i}\right)\right)+\nabla \nabla f\left(t_{i}+\frac{r_{i}}{Q_{i}}\right)\right.-\left.\frac{g_{i}}{2\left(a-r_{i}\right)}\right|^{2} \\
& \times e^{-f\left(t_{i}+r_{i} / Q_{i}\right)} d \operatorname{vol}_{g_{i}\left(r_{i}\right)} \\
& \leq(a-r)(4 \pi(a-r))^{-n / 2}\left|\operatorname{Ric}\left(g_{i}(r)\right)+\nabla \nabla f\left(t_{i}+\frac{r}{Q_{i}}\right)-\frac{g_{i}}{2(a-r)}\right|^{2} \\
& \times e^{-f\left(t_{i}+r / Q_{i}\right)} d \operatorname{vol}_{g_{i}(r)}
\end{aligned}
$$

for all $r \in[-10,0]$. Take $q_{i} \in M$ at which the maximum of $\phi_{i}\left(r_{i}\right)$ over $M$ has been achieved and denote also by $\left(M_{\infty}, g_{\infty}(t), q\right)$ the smooth pointed Cheeger-Gromov limit of the rescaled sequence of metrics $\left(M, g_{i}(t), q_{i}\right)$, defined as above. Take any compact set $K \subset M_{\infty}$ containing $q$. Let $\psi_{i}: K_{i} \rightarrow K$ be the diffeomorphisms from the definition of Cheeger-Gromov convergence of $\left(M, g_{i}, q_{i}\right)$ to $\left(M_{\infty}, g_{\infty}, q\right)$ and $K_{i} \subset M$. Following the previous notation, consider the functions $F_{i}\left(r_{i}\right), \phi_{i}\left(r_{i}\right)$ and for simplicity denote them by $F_{i}$ and $\phi_{i}$, respectively. Also denote the metric $g_{i}\left(r_{i}\right)$ by $g_{i}$.

Lemma 3.2. For any $\alpha \in(0,1)$, there is a uniform constant $C(\alpha)$ so that

$$
\begin{equation*}
\left\|F_{i}\right\|_{C^{1, \alpha}(M)} \leq C(\alpha) \tag{3-15}
\end{equation*}
$$

Proof. The proof is via bootstrapping and rather standard for the equation satisfied by $F_{i}$ :

$$
\begin{equation*}
-\Delta_{g_{i}} F_{i}=\frac{1}{2 m_{i}(r)} F_{i} \log F_{i}+\left(\frac{\mu_{i}(r)}{4 m_{i}(r)}-\frac{1}{4} R\left(g_{i}\right)\right) F_{i} \tag{3-16}
\end{equation*}
$$

The reason that bootstrapping works is simple. If $F_{i}$ is uniformly bounded in $L^{p}\left(K_{i}\right)$, where $K_{i} \in M$ is a compact set, then $F_{i} \log F_{i}$ is uniformly bounded in $L^{p-\delta}\left(K_{i}\right)$ for any $\delta>0$. Standard local parabolic estimates give (3-15), which is independent of a compact set since we have a uniform global $W^{1,2}$ bound on $F_{i}$.

We now discuss how to get higher order derivatives estimates for $F_{i}$. Covariantly differentiating (3-16), commuting derivatives, and noting that

$$
-\Delta_{g_{i}} \partial_{l} F_{i}=-\partial_{l} \Delta_{g_{i}} F_{i}-\operatorname{Ric}\left(g_{i}\right)_{l k} g_{i}^{k p} \partial_{p} F_{i}
$$

we get
(3-17) $-\Delta_{g_{i}} \partial_{l} F_{i}=\frac{1}{2 m_{i}(r)} \partial_{l} F_{i} \log F_{i}+\left(\frac{2+\mu_{i}(r)}{4 m_{i}(r)}-\frac{1}{4} R\left(g_{i}\right)\right) \partial_{l} F_{i}$
$-\frac{1}{4} \partial_{l} R\left(g_{i}\right) F_{i}-\operatorname{Ric}\left(g_{i}\right){ }_{l k} g_{i}^{k p} \partial_{p} F_{i}$.
The major obstacle in applying $L^{p}$ theory to get uniform $C^{1, \alpha}$ estimates for $\partial_{l} F_{i}$ is the term $\partial_{l} F_{i} \log F_{i}$. This emanates from the potential smallness of $\left|F_{i}\right|$, though we have already found a nice uniform upper bound on it. Thus, to proceed further, we need to bound $\left|F_{i}\right|$ uniformly from below. Equivalently, we will prove in Lemma 3.3 that $\phi_{i}$ stays uniformly bounded from below on $K_{i}$.

As the first step, we bound $\phi_{i}\left(q_{i}\right)$ from below. This is simple. Applying the maximum principle to (3-8) gives $\min _{M} f_{i} \leq C$, where $f_{i}=f_{i}\left(r_{i}\right)$ for a uniform constant $C$. This can be seen as follows. Define $\alpha_{i}=Q_{i}\left(T-t_{i}\right)$. At the minimum of $f_{i}$, we have
$\frac{f_{i}-n}{\alpha_{i}-r_{i}}=\frac{\mu\left(g_{i}\left(r_{i}\right), \alpha_{i}-r_{i}\right)}{\alpha_{i}-r_{i}}-R\left(g_{i}\left(r_{i}\right)\right)-2 \Delta_{g_{i}\left(r_{i}\right)} f_{i} \leq \frac{\mu\left(g_{i}\left(r_{i}\right), \alpha_{i}-r_{i}\right)}{\alpha_{i}-r_{i}}-R\left(g_{i}\left(r_{i}\right)\right)$.
Thus,

$$
\begin{align*}
f_{i} & \leq n+\mu\left(g_{i}\left(r_{i}\right), \alpha_{i}-r_{i}\right)-R\left(g_{i}\left(r_{i}\right)\right)\left(\alpha_{i}-r_{i}\right) \\
& \leq n+\mu\left(g_{i}\left(r_{i}\right), \alpha_{i}-r_{i}\right)+\frac{C}{Q_{i}}\left(Q_{i}\left(T-t_{i}\right)-r_{i}\right) \leq C \tag{3-18}
\end{align*}
$$

where we have used the fact that $R(\cdot, t) \geq-C$ on $M$ for all $t \in[0, T)$ (see (2-3)). This implies $\phi_{i}\left(q_{i}\right) \geq \delta>0$ for all $i$, with a uniform constant $\delta$.

Let $K \subset M_{\infty}$ and $K_{i} \subset M$ be compact sets as before. Also recall that $m_{i}\left(r_{i}\right)=$ $Q_{i}\left(T-t_{i}\right)-r_{i}$.

Lemma 3.3. For every compact set $K \subset M_{\infty}$ there exists a uniform constant $C(K)$ so that

$$
\phi_{i} \geq C(K) \text { on } K_{i} \quad \text { for all } i
$$

Proof. Assume the lemma is not true and that there exist points $P_{i} \in K_{i}$ so that $\phi_{i}\left(P_{i}\right) \leq 1 / i \rightarrow 0$ as $i \rightarrow \infty$. Assume $\psi_{i}\left(P_{i}\right)$ converge to a point $P \in K$. Then $\phi_{\infty}(P)=0$. Take a smooth function $\eta \in C_{0}^{\infty}\left(M_{\infty}\right)$, compactly supported in $K \backslash\{P\}$. Then $\psi_{i}^{*} \eta \in C_{0}^{\infty}(M)$, compactly supported in $K_{i} \backslash\left\{P_{i}\right\}$. Multiplying (3-9) by $\psi_{i}^{*} \eta$, assuming $\lim _{i \rightarrow \infty} r_{i}=r_{0}$, and then integrating by parts, we get

$$
\begin{aligned}
& \int_{M}\left(m_{i}\left(r_{i}\right) \cdot\left(4 \nabla \phi_{i} \nabla\left(\psi_{i}^{*} \eta\right)+R_{i} \phi_{i} \psi_{i}^{*} \eta\right)-2 \phi_{i} \psi_{i}^{*} \eta \ln \phi_{i}\right. \\
&\left.-n \phi_{i} \psi_{i}^{*} \eta-\mu\left(g_{i}, m_{i}\left(r_{i}\right)\right) \phi_{i} \psi_{i}^{*} \eta\right) d \operatorname{vol}_{g_{i}\left(r_{i}\right)}=0
\end{aligned}
$$

We now let $i \rightarrow \infty$ and observe that $\phi_{i} \rightarrow \phi_{\infty} C^{1, \alpha}$ locally, that $\psi_{i}^{*} \eta \rightarrow \eta$ smoothly, that $\lim _{i \rightarrow \infty} R\left(g_{i}\right)=0$, and that $a-r_{0}:=\lim _{i \rightarrow \infty} m_{i}\left(r_{i}\right) \equiv \lim _{i \rightarrow \infty}\left(Q_{i}\left(T-t_{i}\right)-r_{i}\right)$ is finite. Thus one finds that
$\int_{M_{\infty}}\left(4\left(a-r_{0}\right) \nabla \phi_{\infty} \nabla \eta-2 \eta \phi_{\infty} \ln \phi_{\infty}-n \phi_{\infty} \eta-\mu\left(g_{\infty}, a-r_{0}\right) \eta \phi_{\infty}\right) d \mathrm{vol}_{g_{\infty}\left(r_{0}\right)}=0$.
Proceeding in the same manner as in [Rothaus 1981], we obtain $\phi_{\infty} \equiv 0$ in some small ball around $P$. Using the connectedness argument, $\phi_{\infty} \equiv 0$ everywhere in $M_{\infty}$. That contradicts $\phi_{\infty}(q) \geq \delta>0$.

Having Lemma 3.3 and $C^{1, \alpha}$ uniform estimates on $\phi_{i}$, we see that the righthand side of (3-17) is uniformly bounded in $L^{2}\left(K_{i}\right)$. Because $\log F_{i}$ is uniformly bounded on $K_{i}$, we can bootstrap (3-17) to obtain $C^{1, \alpha}$ estimates for $\left|\nabla_{g_{i}} F_{i}\right|$. Hence, one has uniform $C^{2, \alpha}$ estimates for $F_{i}$ on $K_{i}$. In terms of $\phi_{i}$,

$$
\begin{equation*}
\left\|\phi_{i}\right\|_{C^{2, \alpha}\left(K_{i}\right)} \leq C(K, \alpha)\left(Q_{i}\left(T-t_{i}\right)-r_{i}\right)^{n / 4} \tag{3-19}
\end{equation*}
$$

Differentiating (3-17) again gives all higher order derivative estimates on $\phi_{i}$ and therefore all higher order derivative estimates on $f_{i}=f_{i}\left(r_{i}\right)=-2 \log \phi_{i}$. However, for our purpose, $C^{2, \alpha}$ estimates suffice.

Then, using (3-7), for $s=-10$ and $v=0$,

$$
\begin{aligned}
& \lim _{i \rightarrow \infty}\left(10\left(a-r_{i}\right)\left(4 \pi\left(a-r_{i}\right)\right)^{-n / 2}\right. \\
& \left.\quad \times \int_{M}\left|\operatorname{Ric}\left(g_{i}\left(r_{i}\right)\right)+\nabla \nabla f_{i}-\frac{g_{i}\left(r_{i}\right)}{2\left(a-r_{i}\right)}\right|^{2} e^{-f_{i}} d \operatorname{vol}_{g_{i}\left(r_{i}\right)}\right) \\
& \leq \lim _{i \rightarrow \infty}\left(\int_{-10}^{0} \int_{M}(a-r)(4 \pi(a-r))^{-n / 2}\right. \\
& \times
\end{aligned}
$$

By Lemma 3.3 and (3-7), applying the Arzelà-Ascoli theorem on $f_{i}$ results in

$$
\operatorname{Ric}_{\infty}+\nabla \nabla f_{\infty}-\frac{g_{\infty}}{2\left(a-r_{0}\right)}=0
$$

Since $\operatorname{Ric}_{\infty} \equiv 0$, we get

$$
g_{\infty}=2\left(a-r_{0}\right) \nabla \nabla f_{\infty}
$$

and therefore $M_{\infty}$ is isometric to a standard Euclidean space $\mathbb{R}^{n}$; see, for example, [Ni 2005, Proposition 1.1]. It is now easy to see that

$$
\begin{equation*}
f_{\infty}=\frac{|x|^{2}}{4\left(a-r_{0}\right)} \tag{3-20}
\end{equation*}
$$

that is, the limiting manifold $\left(\mathbb{R}^{n}, g_{\infty}, q_{\infty}\right)$ is a Gaussian shrinker.
Proof of Theorem 1.3. We will use many estimates and arguments developed in the proof of Theorem 1.2. Assume the flow does develop a Type II singularity at $T$. Then we can pick a sequence of times $t_{i} \rightarrow T$ and points $p_{i} \in M$ as in [Hamilton 1995b] so that the rescaled sequence of solutions $\left(M, g_{i}(t):=Q_{i} g\left(t_{i}+t / Q_{i}\right), p_{i}\right)$, converges in a pointed Cheeger-Gromov sense to a Ricci flat, nonflat, complete, eternal solution $\left(M_{\infty}, g_{\infty}(t), p_{\infty}\right)$. Here $Q_{i}:=\max _{M \times\left[0, t_{i}\right]}|\mathrm{Rm}|(x, t) \rightarrow \infty$ as $i \rightarrow \infty$. The reasons for getting Ricci flat metric are the same as in the proof of Theorem 1.2. Define

$$
\alpha_{i}:=\left(T-t_{i}\right) Q_{i} .
$$

Since we are assuming a Type II singularity occurs at $T$, we may assume that for a chosen sequence $t_{i}$ we have $\lim _{i \rightarrow \infty} \alpha_{i}=\infty$.

By Lemma 2.1 and the monotonicity of $\mu$, we have $|\mu(g(t), T-t)| \leq C$ for all $t \in[0, T)$. Let $f_{i}(\cdot, s)$ be a smooth minimizer realizing
$\mu\left(g\left(t_{i}+\frac{s}{Q_{i}}\right), T-t_{i}-\frac{s}{Q_{i}}\right)=\mu\left(g_{i}(s), \alpha_{i}-s\right)=\inf ^{\mathscr{W}}\left(g\left(t_{i}+\frac{s}{Q_{i}}\right), f, T-t_{i}-\frac{s}{Q_{i}}\right)$
over the set of all smooth functions $f$ satisfying

$$
\left(4 \pi\left(T-t_{i}-\frac{s}{Q_{i}}\right)\right)^{-n / 2} \int_{M} e^{-f} d \operatorname{vol}_{g\left(t_{i}+s / Q_{i}\right)}=1
$$

Then $f_{i}=f_{i}(\cdot, s)$ satisfies

$$
\begin{equation*}
2 \Delta_{g_{i}(s)} f_{i}-\left|\nabla_{g_{i}(s)} f_{i}\right|^{2}+R_{i}+\frac{f_{i}-n}{\alpha_{i}-s}=\frac{\mu\left(g_{i}(s), \alpha_{i}-s\right)}{\alpha_{i}-s} \tag{3-21}
\end{equation*}
$$

In terms of $\phi_{i}(x, s)=e^{-f_{i}(x, s) / 2}$ this is equivalent to

$$
\begin{align*}
&-4 \Delta_{g_{i}(s)} \phi_{i}(s)+R\left(g_{i}(s)\right) \phi_{i}(s)  \tag{3-22}\\
&=\frac{2 \phi_{i}(s) \log \phi_{i}(s)}{\alpha_{i}-s}+\frac{\left(\mu\left(g_{i}(s), \alpha_{i}-s\right)+n\right) \phi_{i}(s)}{\alpha_{i}-s}
\end{align*}
$$

with

$$
\begin{equation*}
\int_{M}\left(\phi_{i}(s)\right)^{2} d \operatorname{vol}_{g_{i}(s)}=\left(4 \pi\left(\alpha_{i}-s\right)\right)^{n / 2} \tag{3-23}
\end{equation*}
$$

In what follows, we fix $s=0$. Define $\widetilde{\phi}_{i}(\cdot):=\phi_{i}(\cdot, 0) / \beta_{i}$, where

$$
\begin{equation*}
\beta_{i}:=\max _{M}\left(\phi_{i}(x, 0)+\left|\nabla_{g_{i}(0)} \phi_{i}(x, 0)\right|\right) . \tag{3-24}
\end{equation*}
$$

This choice of $\beta_{i}$ gives us uniform $C^{1}$ estimates for $\widetilde{\phi}_{i}$ on $M$. Thus, we can apply $L^{p}$ theory to get uniform $C^{1, \alpha}$ estimates for $\widetilde{\phi}_{i}$ on compact sets around the points where the maxima in (3-24) are achieved. To be more precise, we proceed as follows.

Take $q_{i} \in M$ at which this maximum in (3-24) has been achieved and denote also by $\left(M_{\infty}, g_{\infty}(t), q\right)$ the smooth pointed Cheeger-Gromov limit of the rescaled sequence of metrics $\left(M, g_{i}(t), q_{i}\right)$, defined as above. Lemma 3.1, Theorem 3.1 and standard elliptic $L^{p}$ estimates applied to (3-22) yield the estimates on $\beta_{i}$ in terms of the $W^{1,2}$ norm of $\phi_{i}$ with respect to metric $g_{i}(0)$, that is, there exists a uniform constant $C$ so that for all $i, \beta_{i} \leq C \alpha_{i}^{n / 4}$, which implies

$$
\begin{equation*}
\log \beta_{i} \leq C_{2} \log \alpha_{i}+C_{2} \tag{3-25}
\end{equation*}
$$

for some uniform constants $C_{1}$ and $C_{2}$. This can be proved the same way we obtained (3-19) in Theorem 1.2. After dividing (3-22) by $\beta_{i}$ we get

$$
(3-26)-4 \Delta_{g_{i}(0)} \widetilde{\phi}_{i}+R\left(g_{i}(0)\right) \widetilde{\phi}_{i}=2 \widetilde{\phi}_{i} \cdot \frac{\log \widetilde{\phi}_{i}+\log \beta_{i}}{\alpha_{i}}+\frac{\left(\mu\left(g\left(t_{i}\right), T-t_{i}\right)+n\right) \widetilde{\phi}_{i}}{\alpha_{i}} .
$$

Since $\left(M, g_{i}(t), q_{i}\right)$ converges to $\left(M_{\infty}, g_{\infty}(t), q\right)$ in the pointed Cheeger-Gromov sense, and $\left\|\widetilde{\phi}_{i}\right\|_{C^{1}\left(M, g_{i}(0)\right)}$ is uniformly bounded, we can get uniform $C^{1, \alpha}$ estimates for $\widetilde{\phi}_{i}$ on compact sets around points $q_{i}$. By the Arzelà-Ascoli theorem, $\widetilde{\phi}_{i}$ converges uniformly in the $C^{1}$ norm on compact sets around points $q_{i}$ to a smooth function $\widetilde{\phi}_{\infty}$. We will show in the next paragraph that $\widetilde{\phi}_{\infty}(\cdot)$ is a positive constant.

Indeed, if we apply the maximum principle to (3-21), similarly as in the proof of Theorem 1.2, we obtain $\min _{M} f_{i}(\cdot, 0) \leq C$ for a uniform constant $C$. This implies $\log \beta_{i} \geq-C_{1}$ for a uniform constant $C_{1}$. In particular, there is a uniform constant $\delta>0$ such that for all $i$, one has

$$
\begin{equation*}
\beta_{i} \geq \delta>0 \tag{3-27}
\end{equation*}
$$

This together with (3-25) and the $\lim _{i \rightarrow \infty} \alpha_{i}=\infty$ implies

$$
\begin{equation*}
\lim _{i \rightarrow \infty} \frac{\log \beta_{i}}{\alpha_{i}}=0 \tag{3-28}
\end{equation*}
$$

Multiplying (3-26) by any cut-off function $\eta_{i}=\psi_{i}^{*} \eta$ (where $\eta$ is any cut-off function on $M_{\infty}$ and $\psi_{i}$ is a sequence of diffeomorphisms from the definition of Cheeger-Gromov convergence) and integrating by parts, we get

$$
\begin{aligned}
& 4 \int_{M} \nabla \widetilde{\phi}_{i} \nabla \eta_{i} d \operatorname{vol}_{g_{i}(0)} \\
& =-\int_{M} R\left(g_{i}(0)\right) \widetilde{\phi}_{i} \eta_{i} d \operatorname{vol}_{g_{i}(0)} \\
& \quad+2 \int_{M} \eta_{i} \widetilde{\phi}_{i} \cdot \frac{\log \widetilde{\phi}_{i}+\log \beta_{i}}{\alpha_{i}} d \operatorname{vol}_{g_{i}(0)}-\frac{\mu\left(g\left(t_{i}\right), T-t_{i}\right)+n}{\alpha_{i}} \int_{M} \eta_{i} \widetilde{\phi}_{i} d \operatorname{vol}_{g_{i}(0)} .
\end{aligned}
$$

Let $i \rightarrow \infty$ in the previous identity. From (3-28) and the limits $\lim _{i \rightarrow \infty} \alpha_{i}=\infty$, $R\left(g_{i}(0)\right) \rightarrow 0$ uniformly on compact sets, and $\widetilde{\phi}_{i} \rightarrow \widetilde{\phi}_{\infty}$ in the $C^{1}$ sense, and using uniform bounds on $\mu(g(t), T-t)$, we obtain

$$
\int_{M} \nabla \tilde{\phi}_{\infty} \nabla \eta d \operatorname{vol}_{g_{\infty}(0)}=0
$$

This means $\Delta \widetilde{\phi}_{\infty}=0$ in the distributional sense. By Weyl's theorem, $\widetilde{\phi}_{\infty}$ is a harmonic function on $M_{\infty}$. Since $\left(M_{\infty}, g_{\infty}(0)\right)$ is a complete, Ricci flat manifold and $\phi_{\infty} \geq 0$, by the theorem of [Yau 1975], $\widetilde{\phi}_{\infty}=C_{\infty}$ is a constant function on $M_{\infty}$. At the same time, from the definition of $\widetilde{\phi}_{i}$, we get for $x$ in compact sets around points $q_{i}$,

$$
\begin{equation*}
1=\lim _{i \rightarrow \infty}\left(\widetilde{\phi}_{i}(x)+\left|\nabla_{g_{i}(0)} \widetilde{\phi}_{i}(x)\right|\right)=\widetilde{\phi}_{\infty}(x)+\left|\nabla_{g_{\infty}(0)} \widetilde{\phi}_{\infty}(x)\right| \equiv C_{\infty} \tag{3-29}
\end{equation*}
$$

This implies, in particular $C_{\infty} \equiv 1>0$.

## 4. Integral bounds on scalar curvature

In this section we will prove Theorem 1.4 and Theorem 1.5. Theorem 1.1 is a special case of Theorem 1.4 when $\alpha=\infty$ in the case with Type I singularities only. A crucial ingredient in our arguments is the following result.
Theorem 4.1 [Enders et al. 2010, Theorem 1.4]. Let $g(t)$ be the solution to a Type I Ricci flow (1-1) on $[0, T)$ and suppose that the flow develops a Type I singularity at $T$. Then for every sequence $\lambda_{j} \rightarrow \infty$, the rescaled Ricci flows $\left(M, g_{j}(t)\right)$ defined on $\left[-\lambda_{j} T, 0\right)$ by $g_{j}(t):=\lambda_{j} g\left(T+t / \lambda_{j}\right)$ subconverge in the CheegerGromov sense to a normalized nontrivial gradient shrinking soliton in canonical form on $(-\infty, 0)$.
Proof of Theorem 1.4. The proof is by contradiction. Assume the flow develops a Type I singularity at $p \in M$ at $T<\infty$. Consider any sequence $\lambda_{j} \rightarrow \infty$ and define $g_{j}(t):=\lambda_{j} g\left(T+t / \lambda_{j}\right)$ where $t \in\left[-\lambda_{j} T, 0\right)$. By Theorem 4.1, the rescaled Ricci flows ( $M, g_{j}(t), p$ ) defined on $\left[-\lambda_{j} T, 0\right)$ subconverge in the Cheeger-Gromov
sense to a normalized nontrivial gradient shrinking soliton $\left(M_{\infty}, g_{\infty}(t), p_{\infty}\right)$ in canonical form on $(-\infty, 0)$. Under the condition (1-3), one has

$$
\int_{M}\left|R\left(g_{j}(t)\right)\right|^{\alpha} d \operatorname{vol}_{g_{j}(t)}=\frac{1}{\lambda_{j}^{\alpha-n / 2}} \int_{M}\left|R\left(g\left(T+\frac{t}{\lambda_{j}}\right)\right)\right|^{\alpha} d \operatorname{vol}_{g\left(T+t / \lambda_{j}\right)} \leq \frac{C_{\alpha}}{\lambda_{j}^{\alpha-n / 2}} \rightarrow 0
$$

Thus the limiting solution $\left(M_{\infty}, g_{\infty}(t), p_{\infty}\right)$ is scalar flat. Arguing as in the proof of Theorem 1.1, we see that $M_{\infty}$ is isometric to a standard Euclidean space $\mathbb{R}^{n}$. However, this contradicts the nontriviality of $M_{\infty}$.
Proof of Theorem 1.5. By Hölder's inequality, it suffices to consider the case when $\alpha=(n+2) / 2$. Then the integral bound is invariant under the usual parabolic scaling of the Ricci flow.

The proof is by contradiction. Assume the flow develops a Type I singularity at $p \in M$ at $T<\infty$. Consider any sequence $\lambda_{j} \rightarrow \infty$ and define $g_{j}(t):=$ $\lambda_{j} g\left(T+t / \lambda_{j}\right)$ where $t \in\left[-\lambda_{j} T, 0\right)$. Then, by Theorem 4.1, the rescaled Ricci flows $\left(M, g_{j}(t), p\right)$ defined on $\left[-\lambda_{j} T, 0\right)$ subconverge in the Cheeger-Gromov sense to a normalized nontrivial gradient shrinking soliton $\left(M_{\infty}, g_{\infty}(t), p_{\infty}\right)$ in canonical form on $(-\infty, 0)$. Observe that

$$
\int_{-1}^{0} \int_{M} \mid R\left(\left.g_{j}(t)\right|^{\alpha} d \operatorname{vol}_{g_{j}(t)} d t=\int_{T-1 / \lambda_{j}}^{T} \int_{M}|R(g(s))|^{\alpha} d \operatorname{vol}_{g(s)} d s\right.
$$

Since $\int_{0}^{T} \int_{M}|R(g(t))|^{\alpha} d \operatorname{vol}_{g(t)} d t<\infty$, letting $j \rightarrow \infty$, we obtain

$$
\int_{-1}^{0} \int_{M_{\infty}} \mid R\left(\left.g_{\infty}(t)\right|^{\alpha} d \operatorname{vol}_{g_{\infty}(t)} d t \leq \lim _{j \rightarrow \infty} \int_{T-1 / \lambda_{j}}^{T} \int_{M}|R(g(s))|^{\alpha} d \operatorname{vol}_{g(s)} d s=0\right.
$$

which implies $R\left(g_{\infty}(t)\right) \equiv 0$ on $M_{\infty}$ for $t \in[-1,0]$. Thus the limiting solution ( $M_{\infty}, g_{\infty}(t)$ ) is scalar flat. Arguing as in the proof of Theorem 1.1, we see that $M_{\infty}$ is isometric to a standard Euclidean space $\mathbb{R}^{n}$. However, this contradicts the nontriviality of $M_{\infty}$.
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# STABILITY OF CAPILLARY SURFACES WITH PLANAR BOUNDARY IN THE ABSENCE OF GRAVITY 

Petko I. Marinov


#### Abstract

We study immersed stable capillary surfaces with planar boundary in the absence of gravity. We assume that the surface approaches the boundary from one side. If the boundary of the capillary surface is embedded in a plane, we prove that the only immersed weakly stable capillary surface is the spherical cap.


## Introduction

In this paper we study capillary surfaces with planar boundary in the absence of gravity. A comprehensive treatment of the theory of capillary surfaces can be found in [Finn 1986]. The problem we address arises from the related physical problem concerning a homogeneous liquid drop in contact with a smooth rigid boundary surface $\Sigma$. We call the free surface of the drop $\Omega$ and the angle of contact $\gamma$, and the wetted part of $\Sigma$ we call $\Sigma^{\prime}$. The liquid drop occupies a connected region in space, $T$, with a prescribed volume. The contact angle $\gamma$ is measured relative to the interior of the liquid bounded by $\Omega$ and $\Sigma$. The problem is to describe the possible shapes of $\Omega$ if the liquid drop is in equilibrium.

There are three energies associated with this configuration. The first is the free surface energy, which is proportional to the area of $\Omega$, with coefficient equal to the surface tension. The second is the wetting energy, which is a multiple of the area of $\Sigma^{\prime}$. The third is the gravitational energy. Here we assume that there is no gravity acting, so the gravitational energy does not contribute. In order for the drop to be in equilibrium, it must be a critical point for the potential energy functional $E$. From this discussion we obtain a formula for $E$, that is, $E=\sigma \operatorname{Area}(\Omega)-\sigma \tau \operatorname{Area}\left(\Sigma^{\prime}\right)$, where $\sigma$ is the surface tension and $\tau$ is the capillary constant. The constant $\tau$ is a physical quantity that is predetermined and, in equilibrium, equal to $\cos \gamma$. The wetting ability and the surface tension of the liquid are the two physical phenomena that cause the drop to become stationary. The above configuration is said to be in a stationary state if the first variation of $E$ is zero for any volume-preserving perturbation. It is weakly stable (resp. stable) if it is stationary and the second
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variation of $E$ is nonnegative (resp. positive) for any nontrivial volume-preserving perturbation.

In this paper we study the stability problem when the fixed boundary surface $\Sigma$ is plane. We denote the first variation of $E$ by $\partial E$. If $\partial E$ is zero subject to a volume constraint, one finds that the angle of contact $\gamma$ must be constant along $\partial \Omega \subset \Sigma$, the mean curvature of $\Omega$ must be constant, and $\tau=\cos \gamma$. In the case when gravity is present, the mean curvature of $\Omega$ is proportional to the height. This discussion naturally leads to the study of constant mean curvature surfaces with boundary. If $\Omega$ forms a constant angle with $\Sigma$ along $\partial \Omega$, one can ask what the possible shapes of $\Omega$ are. This question is hard to resolve [Earp et al. 1991]. There are a few known examples for planar or spherical $\Sigma$, including spherical caps, right cylinders and Delaunay surfaces. We generalize the problem and assume $\Omega$ to be immersed; that is, $\Omega$ could have self-intersections, which further complicates the discussion. For this reason we put an additional restriction on $\Omega$ and study the same problem. The physical discussion above leads us to consider the case when the second variation of the potential energy, $\partial^{2} E$, is nonnegative, that is, $\Omega$ is weakly stable. Assuming stability, in the case of $\Sigma$ being a plane we can say much more.

It is known that if $\Omega$ is bounded and embedded and sits on one side of the boundary plane, then it is a spherical cap [Wente 1980]. We assume only that $\partial \Omega$ is embedded and that the surface $\Omega$ comes close to the boundary from above, allowing the immersed $\Omega$ to be below $\Sigma$ away from $\partial \Omega$. Our main theorem shows that the only possible stable configuration of this type is the spherical cap. The spherical cap is weakly stable, as shown in [Wente 1966]. For the proof of the main theorem we consider three cases. The first is when $\Omega$ is of disk type with genus zero. The proof of this case comes from a result of Nitsche [1985] (see also [Finn and McCuan 2000]) and does not assume stability. The second case is when $\Omega$ is of genus zero, but not of disk type. For this case we use an argument involving a Killing field, as suggested in [Ros and Souam 1997]. The third case is when the genus of $\Omega$ is positive. For this case we construct a perturbation that depends on the mean curvature of $\Omega$ and on the contact angle $\gamma$. A similar perturbation is used in [Barbosa and do Carmo 1984] to show that the round spheres are the only immersed stable constant mean curvature hypersurfaces in $\mathbb{R}^{n}$. The normal component of the constructed perturbation makes the second variation of the energy negative, while preserving the volume; therefore, $\Omega$ cannot be weakly stable.

## 1. Preliminaries

In this section we define capillarity and stability in terms of the energy and the volume for a given configuration. Throughout this paper, let $\Omega$ be an oriented compact surface immersed in $\mathbb{R}^{3}$ with nonempty planar boundary in the $x y$-plane.

Let it be given by a $C^{2, \alpha}$-immersion $x(u, v): D \rightarrow \mathbb{R}^{3}$, with $x(D)=\Omega$ and $x(\partial D)=$ $\partial \Omega$. Also, assume that $\partial \Omega$ is a finite collection of nonintersecting simple closed curves; that is, $\partial \Omega$ is embedded in $\mathbb{R}^{3}$. We denote the boundary $\partial \Omega$ by $\Gamma$, and the regions in $\mathbb{R}^{2}$ bounded by $\Gamma$ we name $\Sigma^{\prime}$. The boundary $\Gamma$ is also oriented and it is assumed that $\Omega$ comes from above near the boundary. We denote the areas on the surface and the wetted area by $|\Omega|$ and $\left|\Sigma^{\prime}\right|$, respectively. We denote the angle of contact between the surface $\Omega$ and the wetted region $\Sigma^{\prime}$ by $\gamma$. The surface area of $\Omega$ is given by

$$
|\Omega|=\iint_{D} d S
$$

where $d S$ is the surface element on $\Omega=x(D)$. We assume that $\Omega$ is extendable in a neighborhood of $\Gamma$, so we can compute tangent vectors, normal vectors, etc.
Definition. An immersed surface is called capillary if it has constant mean curvature and makes constant contact angle with the walls along its boundary.

Now we define our main object of interest: the energy.
Definition. The energy function of the above configuration, after dividing by the surface tension $\sigma$, is given by

$$
E=|\Omega|-\tau\left|\Sigma^{\prime}\right|
$$

with $-1<\tau<1$ being some predetermined constant.
Our main goal in the problems we consider is to minimize the energy subject to the natural constraints that arise. To do this we should look among all the nearby surfaces that are admissible. We get them if we apply a perturbation to the original surface. Thus we need to define what an admissible variation is; see for example [Ros and Souam 1997].

Definition. Admissible variation of $x$ is a differentiable map $\Phi:(-\epsilon, \epsilon) \times D \rightarrow \mathbb{R}^{3}$ such that $\Phi_{t}(p)=\Phi(t, p)$ with $p \in D$ is an immersion and $\Phi_{0}=x$.

As we assumed before, the surface $\Omega$ can be extended across its boundary. That will allow us to keep the boundary planar after applying an admissible variation.

Definition. The volume functional $V:(-\epsilon, \epsilon) \rightarrow \mathbb{R}$ is defined by

$$
V(t)=\frac{1}{3} \iint_{D}\left(\Phi_{t} \cdot \xi_{t}\right) d S_{t},
$$

where $\xi_{t}$ and $d S_{t}$ are the unit outward normal and the surface element on $\Phi_{t}(D)$.
The corresponding variational field is $Y(p)=\left.(\partial \Phi / \partial t)(p)\right|_{t=0}$, and we denote its normal part by $\phi$. Now we need to write the first and the second variation formulae related to $\phi$. We need to set the first variation equal to 0 , subject to the volume constraint $V^{\prime}(0)=0$, and investigate the second variation. We also have a
volume constraint, because the variation $\phi$ must preserve the volume. This means that we should introduce a Lagrange multiplier $\lambda$ and compute the first and second variations for the expression $E+\lambda V$. For proofs of the first and second variation formulae subject to a volume constraint, one may check [Wente 1966] and [Ros and Souam 1997], respectively.

Theorem 1.1 (first variation formula). Let d $\sigma$ be the line element on boundary $\Gamma$, and let $d S$ be the surface element on $\Omega$. The first variation formula for the energy of $x$ in the direction of $\phi$, subject to a volume constraint, implies that

$$
\begin{align*}
\left.\partial(E)[\phi] \equiv \frac{d}{d t} E(t)\right|_{t=0} & =-2 \iint_{D} H \phi d S+\oint_{\partial D}(-\tau \csc \gamma+\cot \gamma) \phi d \sigma  \tag{1}\\
\partial(V)[\phi] & \left.\equiv \frac{d}{d t} V(t)\right|_{t=0}=\iint_{D} \phi d S \equiv 0 \tag{2}
\end{align*}
$$

Formula (2) represents the rate of change of the volume at time $t=0$, so if we want constant volume it must be zero. It follows from (1) and (2) that $H$ and $\gamma$ must be constants in order to have an extremal of $E$, subject to the volume being stationary. This follows from the observation that the constant $\tau$ must equal $\cos \gamma$ in order for the boundary integral to equal zero. This means that $\Omega$ must be a capillary surface.

Definition. A capillary surface is called weakly stable if the second variation is nonnegative for all admissible perturbations with normal components $\phi \neq 0$, and stable if the second variation is positive for all admissible perturbations.

The next theorem gives a formula for the second variation. This is our main object of interest. We assume that the configuration is weakly stable and choose a special $\phi$, manipulating the formula to get a contradiction unless we have a spherical cap.

Theorem 1.2 (second variation formula). With the notation above, the formula for the second variation of $E$ is

$$
\begin{equation*}
\left.\partial^{2}(E)[\phi] \equiv \frac{d^{2}}{d t^{2}} E(t)\right|_{t=0}=\iint_{D}\left[|\nabla \phi|^{2}-\left(k_{1}^{2}+k_{2}^{2}\right) \phi^{2}\right] d S+\oint_{\partial D} p \phi^{2} d \sigma \tag{3}
\end{equation*}
$$

where $\nabla \phi$ is the surface gradient of $\phi, k_{1}$ and $k_{2}$ are the principal curvatures, and $p=K_{\Omega} \cot \gamma+K_{\Sigma} \csc \gamma$. Here $K_{\Omega}$ and $K_{\Sigma}$ are the signed normal curvatures of $\Omega$ and $\Sigma$ with respect to the boundary. Of course, condition (2) should be fulfilled.

In our case $\Sigma$ is planar, so $K_{\Sigma}=0$; and if we take a vertical slice and consider the profile curve, $K_{\Omega}$ will be its curvature. If the profile curve bends toward the boundary, the sign of that normal curvature is taken to be positive. In the proof of our main theorem, we use Green's identities to write this formula more concisely.

## 2. The main theorem

In this section we show that the only immersed weakly stable capillary surface with boundary embedded in a plane is the spherical cap. (Recall that there is no gravitational action involved.) To do this we consider three cases.

The first case is when $\Omega$ is an immersed disc type surface. It has been solved by Nitsche [1985] and Finn and McCuan [2000]. The first author proves a theorem that states that an immersed disk type surface in a ball that makes constant angle with the boundary sphere is a flat disk or a round spherical cap. He proves the theorem for a right angle but points out that the idea works for any angle. This is proved again in [Ros and Souam 1997]. Finn and McCuan have similar results for such surfaces with planar boundary. Notice that the stability condition is unnecessary for this case.

The second case is the general genus-zero case. Here the surface $\Omega$ has genus zero, but there could be possibly more than one boundary curve. We assume that the planar boundary $\Gamma=\partial \Omega$ is embedded, but the surface itself could be immersed. Let $\Gamma$ belong to the plane $z=0$. We adapt the method used in [Ros and Souam 1997] to our purposes. As before, $\Omega$ is given by mapping $x: D \rightarrow \Omega$. Let $p_{0} \in \Omega$ be a point such that the Euclidean distance to the plane containing $\Gamma$ is maximal. Obviously there is at least one point with that property. Let $\xi$ be the unit normal to the surface. From our setup it follows that $\xi\left(p_{0}\right)$ is parallel to the $z$-axis. Later in this section, we see that the mean curvature of $\Omega$ must be negative, so the vector $\xi\left(p_{0}\right)$ points out in the positive $z$-direction. Denote by $X$ the Killing field induced by rotations around the line directed by $\xi\left(p_{0}\right)=\boldsymbol{k}$; that is, $X=p \wedge \xi\left(p_{0}\right)$, where $p$ is a point in $\mathbb{R}^{3}$ and $\wedge$ is the usual wedge product in $\mathbb{R}^{3}$. Consider the function $\phi(p)=\langle X(x(p)), \xi(p)\rangle$. Because of rotational invariance around $\xi(p)$, it follows that $\phi(p)$ is a Jacobi field on the surface. Using the notation from the previous sections, one has

$$
\Delta \phi+\left(k_{1}^{2}+k_{2}^{2}\right) \phi=0
$$

with $\phi_{\nu}+p \phi=0$ on $\Gamma$. Also $\phi\left(p_{0}\right)=0$ and $\nabla \phi\left(p_{0}\right)=0$. Therefore, the second variation of energy in the direction of $\phi$ is zero, and the volume constraint holds. As in [Ros and Souam 1997], with the Gauss-Bonnet theorem one can show that there are at least three nodal regions of $\phi$; that is, $\Omega-\phi^{-1}(0)$ has at least three connected components. Let $\Omega_{i}, i=1,2,3$ be the nodal regions of $\phi$, and let $\phi_{i}$ be equal to $\phi$ on $\Omega_{i}$ and zero elsewhere. Now construct $\widetilde{\phi}=\sum_{i=1}^{3} c_{i} \phi_{i}$ with $c_{1}, c_{2}, c_{3}$ constants. Then one can adjust the constants using the volume constraint to get a smaller number for the second variation, making it negative. Hence there are no surfaces of the assumed type with two or more connected boundary components. Thus we can conclude that the spherical caps are the only immersed weakly stable

CMC-surfaces with planar embedded boundary having genus $g=0$ and constant contact angle along the boundary with the plane $\Sigma$.

The third and final case is when the genus is positive. Here we state the main theorem of this paper.
Main Theorem. No weakly stable capillary surface with planar boundary exists that is immersed in $\mathbb{R}^{3}$ and has genus $g>0$.

We split the proof into several lemmas. Again we assume that the boundary of $\Omega$ is embedded; that is, it consists of a finite number of simple closed curves. Also we assume that the surface can be extended across its boundary. Thus we ensure that the boundary stays planar after a normal perturbation. Also we assume that $\Omega$ comes from above to $\Sigma$. We construct a special normal perturbation for which the second variation is negative and the volume is preserved. First we need to rewrite (3) using Green's first identity. We also assume that our mappings are $C^{2, \alpha}$ (in fact capillary surfaces are analytic by standard regularity theory), so we can compute derivatives at the boundary and extend the surface around the boundary $\Gamma$. The variation that we use does not necessarily keep the boundary planar. That is why we extend the surface across the boundary, so that after the perturbation, the new surface has planar boundary; that is, $\partial \Phi_{t}(D)$ belongs to the plane $\Sigma$. This is how it is done in [Wente 1966].

Applying Green's first identity to the second variation formula from Section 1, one gets

$$
\begin{equation*}
\iint_{D}|\nabla \phi|^{2}-\left(k_{1}^{2}+k_{2}^{2}\right) \phi^{2} d S=\iint_{D} \phi\left[-\Delta \phi-\left(k_{1}^{2}+k_{2}^{2}\right) \phi\right] d S+\oint_{\partial D} \phi \phi_{v} d \sigma \tag{4}
\end{equation*}
$$

and for $\partial^{2} E$ one obtains

$$
\begin{equation*}
\partial^{2} E=\iint_{D}(-L \phi) \phi d S+\oint_{\partial D}\left(\phi_{\nu}+p \phi\right) \phi d \sigma, \tag{5}
\end{equation*}
$$

where $L \phi=\Delta \phi+\left(k_{1}^{2}+k_{2}^{2}\right) \phi, \partial V \equiv \iint_{D} \phi d s=0$, and $p=K_{\Omega} \cot \gamma+K_{\Sigma} \csc \gamma$. The operator $L$ is called the Jacobi operator.

Now we write the perturbation used to prove the main theorem. Let $\Phi$ be the perturbation that sends $x \rightarrow x+t \xi+H t x+c t \boldsymbol{k}+O\left(t^{2}\right)$. Here $t$ lies in $[-\epsilon, \epsilon]$, $\boldsymbol{k}=(0,0,1)$ is the unit vertical vector, $c$ is a constant, $\xi$ is the outward unit normal on the surface, and $H$ is the mean curvature of the surface. The normal part of $\Phi$ is $\phi=\left.\xi \cdot(\partial \Phi / \partial t)(p)\right|_{t=0}$, where $p \in \Omega$. When we compute this quantity, we get $\phi=1+H(x \cdot \xi)+c(\boldsymbol{k} \cdot \xi)$, with $c$ to be determined from (2).

Lemma 2.1. Condition (2) implies that $c=-\cos \gamma$; that is,

$$
\phi=1+H(x \cdot \xi)-\cos \gamma(\boldsymbol{k} \cdot \xi),
$$

in order to keep the volume fixed.

Proof. One needs to adjust $c$ in $\phi=1+H(x \cdot \xi)+c(\boldsymbol{k} \cdot \xi)$ to get the integral of $\phi$ over the surface $\Omega$ to be zero.

$$
\begin{aligned}
0=\iint_{D} \phi d S & =\iint_{D}(1+H(x \cdot \xi)+c(\boldsymbol{k} \cdot \xi)) d S \\
& =|\Omega|+H \iint_{D}(x \cdot \xi) d S+c \iint_{D}(\boldsymbol{k} \cdot \xi) d S
\end{aligned}
$$

where $|\Omega|$ is the area of the surface $\Omega$. The quantity $\iint_{D}(\boldsymbol{k} \cdot \xi) d S$ is easily computed by the Divergence theorem. We know for the embedded case that

$$
\iint_{D}(\boldsymbol{k} \cdot \xi) d S+\iint_{\Sigma^{\prime}}(\boldsymbol{k} \cdot \xi) d S=\iiint_{T} \operatorname{div} \boldsymbol{k} d V=0
$$

since $\boldsymbol{k}$ is a constant vector. Here $\Sigma^{\prime}$ is the wetted part bounded by $\Gamma, T$ is the solid bounded by $\Omega$ and $\Sigma, \xi$ is unit outward normal to $\partial T=\Omega \cup \Sigma^{\prime}$, and $d V$ is the volume element in $\mathbb{R}^{3}$. On $\Sigma^{\prime}$ the unit vector $\boldsymbol{k}$ is equal to $-\xi$, so

$$
\iint_{D}(\boldsymbol{k} \cdot \xi) d S=-\iint_{\Sigma^{\prime}}(\boldsymbol{k} \cdot \xi) d S=\iint_{\Sigma^{\prime}} d S=\left|\Sigma^{\prime}\right|
$$

For the immersed case there is not actually a solid $T$, but one can still apply the divergence theorem. In this case $\Omega \cup \Sigma^{\prime}$ separates $\mathbb{R}^{3}$ into a finite number of connected regions, with one of them unbounded. On the bounded regions one can use the divergence theorem, and the calculation is the same as in the embedded case, since $\operatorname{div} \boldsymbol{k}=0$ everywhere on $\mathbb{R}^{3}$. One can also apply Stokes's theorem to obtain the same result. Thus

$$
\iint_{D}(\boldsymbol{k} \cdot \xi) d S=\left|\Sigma^{\prime}\right|
$$

Next we compute $\iint_{D} H(x \cdot \xi) d S$. Assume conformal coordinates. It is wellknown that in conformal coordinates one has $\Delta x=2 H \xi$ [Oprea 2007]; therefore

$$
\iint_{D} H(x \cdot \xi) d S=\frac{1}{2} \iint_{D}(x \cdot \Delta x) d S=-\frac{1}{2} \iint_{D}|\nabla x|^{2} d S+\frac{1}{2} \oint_{\partial D}\left(x \cdot x_{v}\right) d \sigma .
$$

Here $\Delta x$ and $\nabla x$ are the vector surface Laplacian and the vector surface gradient of $x$. In conformal coordinates, the square of the surface gradient of $x$ is

$$
|\nabla x|^{2}=\frac{1}{E}\left(\left(x_{u} \cdot x_{u}\right)+\left(x_{v} \cdot x_{v}\right)\right)=\frac{1}{E}(E+E)=2,
$$

so

$$
-\frac{1}{2} \iint_{D}|\nabla x|^{2} d S=-\frac{1}{2} \iint_{D} 2 d S=-|\Omega| .
$$

Also, if $\boldsymbol{n}$ is the unit normal of $\Gamma$ in $\Sigma$, we have $x_{\nu}=(\cos \gamma) \boldsymbol{n}-(\sin \gamma) \boldsymbol{k}$. Therefore $\left(x \cdot x_{v}\right)=\cos \gamma(x \cdot \boldsymbol{n})$. It follows that

$$
\begin{equation*}
\frac{1}{2} \oint_{\partial D}\left(x \cdot x_{v}\right) d \sigma=\frac{\cos \gamma}{2} \oint_{\partial D}(x \cdot \boldsymbol{n}) d \sigma=\cos \gamma\left|\Sigma^{\prime}\right| . \tag{6}
\end{equation*}
$$

The proof of the last equality in (6) can be seen in [Marinov 2010]. Combining the above results, we get

$$
0=|\Omega|-|\Omega|+\frac{1}{2} \oint_{\partial D}\left(x \cdot x_{v}\right) d \sigma+c\left|\Sigma^{\prime}\right|=\cos \gamma\left|\Sigma^{\prime}\right|+c\left|\Sigma^{\prime}\right|
$$

This implies that $c=-\cos \gamma$, and therefore $\phi=1+H(x \cdot \xi)-\cos \gamma(\boldsymbol{k} \cdot \xi)$ and $\iint_{D} \phi d S=0$.

For this particular $\phi$, the boundary term in the second variation happens to be zero.

Lemma 2.2. For $\phi=1+H(x \cdot \xi)-\cos \gamma(\boldsymbol{k} \cdot \xi)$, we have $\phi_{v}+p \phi=0$; that is,

$$
\partial^{2} E=\iint_{D}(-L \phi) \phi d S
$$

Proof. One useful fact is that $\Gamma$ is a line of curvature for both the plane $\Sigma$ and the surface $\Omega$, by the Terquem-Joachimsthal theorem [Spivak 1979]. On $\Gamma$, we have

$$
\begin{aligned}
\phi_{v}+p \phi & =(1+H(x \cdot \xi)-\cos \gamma(\boldsymbol{k} \cdot \xi))_{v}+K_{\Omega}(\cot \gamma) \phi \\
& =H \frac{\partial}{\partial v}(x \cdot \xi)-\cos \gamma \frac{\partial}{\partial v}(\boldsymbol{k} \cdot \xi)+K_{\Omega}(\cot \gamma) \phi
\end{aligned}
$$

Now we compute the normal derivative, taking into account that $\left(x_{v} \cdot \xi\right)=0$ and $\boldsymbol{k}$ is a constant vector. Since $\Gamma$ is a line of curvature, we get $(\partial / \partial \nu)(k \cdot \xi)=-K_{\Omega}\left(\boldsymbol{k} \cdot x_{v}\right)$ and $(\partial / \partial \nu)(x \cdot \xi)=-K_{\Omega}\left(x \cdot x_{v}\right)$. Substituting in the boundary expression from above, we have

$$
\begin{equation*}
\phi_{v}+p \phi=-K_{\Omega} H\left(x \cdot x_{v}\right)+(\cos \gamma) K_{\Omega}\left(\boldsymbol{k} \cdot x_{v}\right)+K_{\Omega}(\cot \gamma) \phi . \tag{7}
\end{equation*}
$$

We use some more relations to rewrite this expression. Here $\boldsymbol{n}$ is the unit normal vector of $\Gamma$ in the plane $\Sigma$.

$$
\left(x \cdot x_{v}\right)=\cos \gamma(x \cdot \boldsymbol{n}), \quad(x \cdot \xi)=\sin \gamma(x \cdot \boldsymbol{n}), \quad\left(k \cdot x_{v}\right)=-\sin \gamma
$$

Using this and the fact that $\boldsymbol{k} \cdot \xi=\cos \gamma$ on $\Gamma$, we obtain from (7)

$$
\begin{aligned}
& K_{\Omega}[-H(\cos \gamma)(x \cdot \boldsymbol{n})-\cos \gamma \sin \gamma+\cot \gamma(1+H(x \cdot \xi)-\cos \gamma(\boldsymbol{k} \cdot \xi))] \\
& \quad=K_{\Omega}\left(-H(\cos \gamma)(x \cdot \boldsymbol{n})-\cos \gamma \sin \gamma+(\cot \gamma) H \sin \gamma(x \cdot \boldsymbol{n})+\cot \gamma-\cot \gamma \cos ^{2} \gamma\right) \\
& \quad=K_{\Omega}\left(-\cos \gamma \sin \gamma+\cot \gamma-\cot \gamma \cos ^{2} \gamma\right)=0 .
\end{aligned}
$$

This shows that $\phi_{v}+p \phi \equiv 0$ on $\Gamma$, and thus in the second variation formula (3), the boundary term is zero and the formula becomes

$$
\begin{equation*}
\partial^{2} E=\iint_{D}(-L \phi) \phi d S \tag{8}
\end{equation*}
$$

Next is to rewrite (8).

## Lemma 2.3.

$$
\begin{align*}
\partial^{2} E & =\iint_{D}(-L \phi) \phi d S  \tag{9}\\
& =-\iint_{D} \frac{\left(k_{1}-k_{2}\right)^{2}}{2} d S-\oint_{\partial D} K_{\Omega}(\cos \gamma)[H(x \cdot \boldsymbol{n})+\sin \gamma] d \sigma
\end{align*}
$$

Proof. For $\phi=1+H(x \cdot \xi)-\cos \gamma(\boldsymbol{k} \cdot \xi)$, we have
$(L \phi) \phi=(L \phi)(1+H(x \cdot \xi)-\cos \gamma(\boldsymbol{k} \cdot \xi))=(L \phi)+(L \phi)(H(x \cdot \xi)-\cos \gamma(\boldsymbol{k} \cdot \xi))$,
so

$$
\iint_{D}(-L \phi) \phi d S=-\iint_{D}(L \phi) d S-\iint_{D}(L \phi)(H(x \cdot \xi)-\cos \gamma(\boldsymbol{k} \cdot \xi)) d S
$$

Now let's compute $L \phi$ :

$$
L \phi=L 1+L(H(x \cdot \xi))-(\cos \gamma) L(\boldsymbol{k} \cdot \xi)=k_{1}^{2}+k_{2}^{2}+H L(x \cdot \xi)
$$

Here $L 1=\Delta 1+\left(k_{1}^{2}+k_{2}^{2}\right) 1=k_{1}^{2}+k_{2}^{2}$ and $L(\boldsymbol{k} \cdot \xi)=0$, and it follows that $L(x \cdot \xi)=-2 H$ [Barbosa and do Carmo 1984]. Taking this into account, we have

$$
L \phi=k_{1}^{2}+k_{2}^{2}-2 H^{2}=k_{1}^{2}+k_{2}^{2}-\frac{\left(k_{1}+k_{2}\right)^{2}}{2}=\frac{\left(k_{1}-k_{2}\right)^{2}}{2} .
$$

Getting back to the integral of $(-L \phi) \phi$, we obtain

$$
\begin{aligned}
& \iint_{D}(-L \phi) \phi d S \\
&=-\iint_{D} \frac{\left(k_{1}-k_{2}\right)^{2}}{2} d S-\iint_{D} \frac{\left(k_{1}-k_{2}\right)^{2}}{2}(H(x \cdot \xi)-\cos \gamma(\boldsymbol{k} \cdot \xi)) d S .
\end{aligned}
$$

We set $\psi=H(x \cdot \xi)-\cos \gamma(\boldsymbol{k} \cdot \xi)$; thus we need to compute $\iint_{D}(L \phi) \psi d S$. Green's second identity implies that

$$
\iint_{D}(L \phi) \psi d S=\iint_{D}(L \psi) \phi d S+\oint_{\partial D}\left(\phi_{\nu} \psi-\psi_{\nu} \phi\right) d \sigma .
$$

We know from the previous calculations that $L \psi=-2 H^{2}$, so

$$
\begin{equation*}
\iint_{D}(L \phi) \psi d S=-2 H^{2} \iint_{D} \phi d S+\oint_{\partial D}\left(\phi_{\nu} \psi-\psi_{\nu} \phi\right) d \sigma \tag{10}
\end{equation*}
$$

but we know that $\iint_{D} \phi d S=\partial V=0$. Using $\psi=\phi-1$, this reduces (10) to

$$
\iint_{D}(L \phi) \psi d S=\oint_{D}\left(\phi_{\nu}(\phi-1)-(\phi-1)_{\nu} \phi\right) d \sigma=-\oint_{\partial D} \phi_{\nu} d \sigma .
$$

On $\Gamma$, we know from (7) that $\phi_{v}=-K_{\Omega} H\left(x \cdot x_{v}\right)+(\cos \gamma) K_{\Omega}\left(\boldsymbol{k} \cdot x_{v}\right)$. We also know that on the boundary, $\left(x \cdot x_{v}\right)=\cos \gamma(x \cdot \boldsymbol{n})$ and $\left(k \cdot x_{v}\right)=-\sin \gamma$; therefore

$$
\phi_{v}=-K_{\Omega} H(\cos \gamma)(x \cdot \boldsymbol{n})-(\cos \gamma) K_{\Omega} \sin \gamma
$$

and

$$
\iint_{D}(L \phi) \psi d S=\oint_{\partial D} K_{\Omega}\left[H(\cos \gamma)(x \cdot \boldsymbol{n})+(\cos \gamma) K_{\Omega} \sin \gamma\right] d \sigma .
$$

Now substituting $(L \phi) \psi$ back into the formula

$$
-\iint_{D}(L \phi) \phi d S=-\iint_{D} \frac{\left(k_{1}-k_{2}\right)^{2}}{2} d S-\iint_{D}(L \phi) \psi d S
$$

we get for the left-hand side the value

$$
-\iint_{D} \frac{\left(k_{1}-k_{2}\right)^{2}}{2} d S-\oint_{\partial D}\left[K_{\Omega} H(\cos \gamma)(x \cdot \boldsymbol{n})+(\cos \gamma) K_{\Omega} \sin \gamma\right] d \sigma
$$

Thus we have (9), which was the statement of the lemma.
Lemma 2.4. Let $\Sigma^{\prime}$ be the region bounded by $\Gamma$, let $\left|\Sigma^{\prime}\right|$ be its area, and let $|\Gamma|$ be the length of the boundary. The boundary may consist of several curves, so $\Sigma^{\prime}$ may not be connected. Let d be the number of boundary curves, that is, the number of components of $\Gamma$. Then

$$
\begin{gather*}
\oint_{\partial D}(x \cdot \boldsymbol{n}) d \sigma=2\left|\Sigma^{\prime}\right|  \tag{11}\\
\oint_{\partial D} k_{\Gamma}(x \cdot \boldsymbol{n}) d \sigma=-|\Gamma|,  \tag{12}\\
\left|\oint_{\partial D} k_{\Gamma} d \sigma\right| \leq 2 \pi d  \tag{13}\\
\sin \gamma|\Gamma|=-2 H\left|\Sigma^{\prime}\right| \tag{14}
\end{gather*}
$$

Proof. The proof of this lemma is given in [Marinov 2010]. Here we only prove formula (14), which is a version of the balancing formula, of which a general statement and proof can be found in [Earp et al. 1991]. Note that (14) implies that $H$ is negative.

Choose conformal coordinates. In the proof of Lemma 2.1 we saw that

$$
\iint_{D}(\boldsymbol{k} \cdot \xi) d S=\left|\Sigma^{\prime}\right|
$$

and that the surface Laplacian in conformal coordinates is $\Delta x=2 H \xi$ [Oprea 2007]. We use this and Green's first identity to get

$$
\iint_{D}(\boldsymbol{k} \cdot \xi) d S=\frac{1}{2 H} \iint_{D}(\boldsymbol{k} \cdot \Delta x) d S=\frac{1}{2 H} \oint_{\partial D}\left(\boldsymbol{k} \cdot x_{v}\right) d \sigma .
$$

This equality holds since $\boldsymbol{k}$ is a constant vector, and therefore its surface gradient is zero. From a previous discussion of the result that the boundary term in $\partial^{2} E$ is zero, we know that $\left(\boldsymbol{k} \cdot x_{\nu}\right)=-\sin \gamma$ on $\Gamma$. Combining this fact with the above expressions for the integral of $(\boldsymbol{k} \cdot \xi)$ over $\Omega$, we arrive at

$$
\left|\Sigma^{\prime}\right|=\iint_{D}(\boldsymbol{k} \cdot \xi) d S=\frac{1}{2 H} \oint_{\partial D}\left(\boldsymbol{k} \cdot x_{v}\right) d \sigma=-\frac{1}{2 H} \sin \gamma|\Gamma| .
$$

Taking the first and last expressions above and multiplying by $-2 H$, we get

$$
-2 H\left|\Sigma^{\prime}\right|=\sin \gamma|\Gamma|,
$$

which was the result to prove. This is an indication that the mean curvature $H$ of $\Omega$ is negative for the immersed case, since all other quantities in (14) are positive.

To continue, we rewrite (9). From Meusnier's theorem and Euler's theorem [Struik 1988], we know that $2 H=K_{\Omega}+k_{2}=K_{\Omega}+(\sin \gamma) k_{\Gamma}$ on $\Gamma$, where $k_{\Gamma}$ is the curvature of the boundary. We have

$$
K_{\Omega}=2 H-k_{\Gamma} \sin \gamma,
$$

and therefore (9) becomes

$$
\begin{aligned}
\partial^{2} E= & -\iint_{D} \frac{\left(k_{1}-k_{2}\right)^{2}}{2} d S-\oint_{\partial D} \cos \gamma\left(2 H-k_{\Gamma} \sin \gamma\right)(H(x \cdot \boldsymbol{n})+\sin \gamma) d \sigma \\
=- & \iint_{D} \frac{\left(k_{1}-k_{2}\right)^{2}}{2} d S \\
& -\oint_{\partial D} \cos \gamma\left(2 H^{2}(x \cdot \boldsymbol{n})+2 H \sin \gamma-\sin \gamma k_{\Gamma} H(x \cdot \boldsymbol{n})-\sin ^{2} \gamma k_{\Gamma}\right) d \sigma .
\end{aligned}
$$

Lemma 2.5. The following estimate holds for the second variation of energy:

$$
\partial^{2} E<4 \pi(2-2 g)-2 \pi d\left(2-2|\cos \gamma|-|\cos \gamma| \sin ^{2} \gamma\right)
$$

where $g$ is the genus of $\Omega$ and $d$ is the number of boundary components of $\Gamma$.
Proof. Using (11) and (12), we get

$$
\begin{aligned}
\partial^{2} E=- & \iint_{D} \frac{\left(k_{1}-k_{2}\right)^{2}}{2} d S \\
& +\cos \gamma\left(-4 H^{2}\left|\Sigma^{\prime}\right|-2 H|\Gamma| \sin \gamma-\sin \gamma H|\Gamma|+\sin ^{2} \gamma \oint_{\partial D} k_{\Gamma} d \sigma\right),
\end{aligned}
$$

and if we use (14) we arrive at

$$
\begin{aligned}
\partial^{2} E=- & \iint_{D} \frac{\left(k_{1}-k_{2}\right)^{2}}{2} d S \\
& +\cos \gamma\left(2 H \sin \gamma|\Gamma|-2 H \sin \gamma|\Gamma|-H \sin \gamma|\Gamma|+\sin ^{2} \gamma \oint_{\partial D} k_{\Gamma} d \sigma\right)
\end{aligned}
$$

After the obvious cancellation, we obtain

$$
\begin{equation*}
\partial^{2} E=-\iint_{D} \frac{\left(k_{1}-k_{2}\right)^{2}}{2} d S+\cos \gamma\left(-\sin \gamma H|\Gamma|+\sin ^{2} \gamma \oint_{\partial D} k_{\Gamma} d \sigma\right) \tag{15}
\end{equation*}
$$

and by using (14) again, we get

$$
\begin{equation*}
\partial^{2} E=-\iint_{D} \frac{\left(k_{1}-k_{2}\right)^{2}}{2} d S+\cos \gamma\left(2 H^{2}\left|\Sigma^{\prime}\right|+\sin ^{2} \gamma \oint_{\partial D} k_{\Gamma} d \sigma\right) \tag{16}
\end{equation*}
$$

We can easily see that this last expression is zero if $\Omega$ is the standard spherical cap. On a spherical cap all points are umbilical; that is, $k_{1}=k_{2}$ everywhere, so the first integral is zero. Also we can see that $H^{2}\left|\Sigma^{\prime}\right|=\pi \sin ^{2} \gamma$ no matter what the scaling, and for a spherical cap we have $\oint_{\partial D} k_{\Gamma} d \sigma=-2 \pi$, since we chose to work with the outward unit normal, and for us $k_{\Gamma} \leq 0$. This means that the second expression is also zero, so the whole variation is zero. Thus, on a spherical cap this particular variation does not change the geometry.

One can express the first integral in this formula in another way:

$$
\frac{\left(k_{1}-k_{2}\right)^{2}}{2}=\frac{k_{1}^{2}+k_{2}^{2}-2 k_{1} k_{2}}{2}=\frac{\left(k_{1}+k_{2}\right)^{2}-4 k_{1} k_{2}}{2}=2 H^{2}-2 K
$$

This is the integrand in the Willmore energy. Continuing with the second variation and using the previous formula, we get

$$
\partial^{2} E=-2 \iint_{D} H^{2} d S+2 \iint_{D} K d S+\cos \gamma\left(2 H^{2}\left|\Sigma^{\prime}\right|+\sin ^{2} \gamma \oint_{\partial D} k_{\Gamma} d \sigma\right)
$$

Using the Gauss-Bonnet formula we obtain for the right-hand side the value

$$
-2 \iint_{D} H^{2} d S+4 \pi \chi(\Omega)-2 \oint_{\partial D} k_{g} d \sigma+\cos \gamma\left(2 H^{2}\left|\Sigma^{\prime}\right|+\sin ^{2} \gamma \oint_{\partial D} k_{\Gamma} d \sigma\right)
$$

Again we use Meusnier's theorem and Euler's theorem to get $k_{g}= \pm(\cos \gamma) k_{\Gamma}$ on each $\Gamma_{i}$. From (13) it follows that

$$
\left|\oint_{\partial D} k_{g} d \sigma\right| \leq|\cos \gamma| 2 \pi d
$$

Also, if $\Omega$ has $d$ boundary curves and genus $g$, then $\chi(\Omega)=2-2 g-d$. This follows from the fact that one can attach flat discs to the surface at the boundary
to make it closed, and reattaching the disks will decrease $\chi(\Omega)$ exactly with $d$. Taking all this into account, we have

$$
\begin{aligned}
& \partial^{2} E \\
& =-2 H^{2}\left(\iint_{D} d S-\cos \gamma\left|\Sigma^{\prime}\right|\right)+4 \pi \chi(\Omega)-2 \oint_{\partial D} k_{g} d \sigma+\cos \gamma \sin ^{2} \gamma \oint_{\partial D} k_{\Gamma} d \sigma \\
& \leq-2 H^{2}\left(|\Omega|-\cos \gamma\left|\Sigma^{\prime}\right|\right)+4 \pi(2-2 g-d)+4 \pi d|\cos \gamma|+|\cos \gamma| \sin ^{2} \gamma \cdot 2 \pi d \\
& =-2 H^{2}\left(|\Omega|-\cos \gamma\left|\Sigma^{\prime}\right|\right)+4 \pi(2-2 g)-2 \pi d\left(2-2|\cos \gamma|-|\cos \gamma| \sin ^{2} \gamma\right) .
\end{aligned}
$$

The first term is always negative because $|\Omega|>\left|\Sigma^{\prime}\right|$, since $\Sigma^{\prime}$ is a planar surface spanning $\Gamma$, so

$$
\partial^{2} E<4 \pi(2-2 g)-2 \pi d\left(2-2|\cos \gamma|-|\cos \gamma| \sin ^{2} \gamma\right) .
$$

The last lemma basically proves the main theorem of this paper. Through simple calculus, we can easily see that the expression

$$
2-2|\cos \gamma|-|\cos \gamma| \sin ^{2} \gamma
$$

is nonnegative for any angle $\gamma \in(0, \pi)$. The computation is shown in [Marinov 2010]. This observation implies that

$$
\partial^{2} E<4 \pi(2-2 g),
$$

and if the genus is positive, the second variation of energy is negative. Therefore $\Omega$ cannot be weakly stable, which was the statement of the main theorem. This discussion fully resolves the case for an immersed stable capillary surface with planar embedded boundary.
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# SMALL HYPERBOLIC POLYHEDRA 

Shawn Rafalski


#### Abstract

We classify the 3-dimensional hyperbolic polyhedral orbifolds that contain no embedded essential 2 -suborbifolds, up to decomposition along embedded hyperbolic triangle orbifolds (turnovers). We give a necessary condition for a 3-dimensional hyperbolic polyhedral orbifold to contain an immersed (singular) hyperbolic turnover, we classify the triangle subgroups of the fundamental groups of orientable 3-dimensional hyperbolic tetrahedral orbifolds in the case when all of the vertices of the tetrahedra are nonfinite, and we provide a conjectural classification of all the triangle subgroups of the fundamental groups of orientable 3-dimensional hyperbolic polyhedral orbifolds. Finally, we show that any triangle subgroup of a (nonorientable) 3-dimensional hyperbolic reflection group arises from a triangle reflection subgroup.


## 1. Introduction

Let $P$ be a finite volume 3-dimensional hyperbolic Coxeter polyhedron. That is, $P$ is the finite volume intersection of a finite collection of half-spaces in hyperbolic 3space $\mathbb{W}^{3}$ in which the bounding planes of each pair of intersecting half-spaces meet at an angle of the form $\pi / n$, where $n \geq 2$ is an integer (the geodesic of intersection is called an edge of $P$, and the angle of intersection is called the dihedral angle of $P$ along this edge). Then the group of isometries of $\mathbb{M}^{3}$ generated by the reflections in the faces of $P$ is a discrete group that acts on $\mathbb{H}^{3}$ with fundamental domain $P$. Let $\Gamma$ be the subgroup of index two in this reflection group generated by all the rotations of the form $r s$, where $r$ and $s$ are the reflections through two intersecting planes that support $P$. We denote by $\mathcal{O}_{P}$ the quotient space $\Vdash^{3} / \Gamma$. Then $\mathbb{O}_{P}$ is an orientable hyperbolic 3-orbifold called a hyperbolic polyhedral orbifold. The group $\Gamma$ is sometimes denoted by $\pi_{1}\left(\mathbb{O}_{P}\right)$ and called the fundamental group of $\mathbb{O}_{P}$. We call $P$ a hyperbolic reflection polyhedron.

A small hyperbolic reflection polyhedron corresponds to a hyperbolic 3-dimensional polyhedral orbifold that contains no embedded essential 2-suborbifolds, up

[^8]

Figure 1. The small Coxeter polyhedra in $\mathbb{H}^{3}$.
to decomposition along embedded triangular 2-suborbifolds (Definition 2.1). We classify these polyhedra (see Figure 1):
Theorem 1.1. A 3-dimensional hyperbolic reflection polyhedron is small if and only if it is a generalized tetrahedron.

We also determine those hyperbolic polyhedral orbifolds that contain an immersed (singular) hyperbolic triangular 2-suborbifold. This result is a generalization of the partial classification of triangle groups inside of arithmetic hyperbolic tetrahedral reflection groups given in [Maclachlan 1996]. In Section 4, we will provide a conjectural list of all the possibilities for immersed turnovers in all polyhedral orbifolds:

Theorem 1.2. If a hyperbolic polyhedral 3-orbifold contains a singular hyperbolic turnover that does not cover an embedded hyperbolic turnover, then at least one component of its Dunbar decomposition is a generalized tetrahedron, and the immersed turnover is contained in a unique such component. Furthermore, if $T$ is a generalized tetrahedron with all nonfinite vertices and whose associated polyhedral 3-orbifold contains an immersed turnover, then, up to symmetry, $T$ is of the form $T[2, m, q ; 2, p, 3]$ (in the notation described in Section 4) with $m \geq 6, q \geq 3$ and $p \geq 6$, and the immersed turnover has singular points of orders $m, q$ and $p$.

We also determine the triangle subgroups of 3-dimensional hyperbolic reflection groups as arising from triangle reflection subgroups:

Theorem 1.3. Any (orientable) hyperbolic triangle subgroup of a (nonorientable) 3-dimensional hyperbolic reflection group $G$ arises as a subgroup of index two of $a$ (nonorientable) hyperbolic triangle reflection subgroup of $G$.

Essential surfaces play an integral role in low-dimensional topology and geometry. One of the most important instances of this fact is the proof of Thurston's hyperbolization theorem for Haken 3-manifolds [Thurston 1982; Morgan 1984]. In brief, Thurston's Theorem is proved by decomposing a given 3-manifold $M$
(which is called Haken if it contains an essential surface) along such surfaces as part of a finite-step process that ends in topological solid balls, from which the hyperbolic structure on $M$ (whose existence is claimed by the theorem) is then, in a sense, reverse-engineered.

One difficulty that arises in attempting to extend the utility of essential surfaces to the orbifold setting is the possible presence of triangular hyperbolic 2dimensional suborbifolds called hyperbolic turnovers. For example, whereas an irreducible 3-manifold with nonempty and nonspherical boundary always contains an essential surface, this is not always the case in the orbifold setting, with hyperbolic turnovers presenting the principal barrier. Thurston's original definition of a Haken 3-orbifold was given for nonorientable 3-orbifolds with underlying space the 3-ball and with singular locus equal to the boundary of the ball [Thurston 1979, Section 13.5, p. 324]. (The singular locus, in this instance, was meant to correspond to the boundary of a polyhedron.) Subsequent formulations of the definition of Haken ("sufficiently large" in [Dunbar 1988, Glossary] or "Haken" in [Boileau et al. 2003, Section 4.2, Remark]) were given for the orientable case and take into account the difficulties that arise from hyperbolic turnovers. Theorem 1.1, which is proved using the same observations that Thurston used to determine 3-orbifolds with the combinatorial type of a simplex as the original non-Haken polyhedral orbifolds, echoes Thurston's original result [1979, Proposition 13.5.2], with respect to this evolution of the language.

## 2. Definitions

There are several excellent references for orbifolds, such as [Boileau et al. 2003; Cooper et al. 2000]. All of the 3 -orbifolds considered in this paper are either orientable hyperbolic polyhedral 3-orbifolds or the result of cutting an orientable hyperbolic polyhedral 3-orbifold along a finite set of totally geodesic hyperbolic turnovers or totally geodesic hyperbolic triangles with mirrored sides. A hyperbolic polyhedral 3-orbifold $\mathbb{O}_{P}$ is geometrically just two copies of its associated hyperbolic polyhedron $P$ with the corresponding sides of the two copies identified. Therefore, $\mathscr{O}_{P}$ is a complete metric space of constant curvature -1 except along a 1-dimensional singular subset which is locally cone-like. If $P$ is compact, $\mathscr{O}_{P}$ is topologically a 3 -sphere together with a trivalent planar graph (corresponding to the 1 -skeleton of $P$ ) with each edge marked by a positive integer to represent the submultiple of $\pi$ of the dihedral angle at the corresponding edge of $P$. If $P$ is noncompact with finite volume, then its ideal vertices correspond to trivalent or quadrivalent vertices in the planar graph (again, corresponding to the 1 -skeleton of $P)$ and the sum of the reciprocals of the incident edge marks at each such vertex is equal to one or two, according to whether the vertex is trivalent or quadrivalent.

In the noncompact case, $\mathbb{O}_{P}$ is topologically the result of taking a 3 -sphere with this marked graph and removing a (closed) 3-ball neighborhood from each ideal vertex. The statements about the combinatorics of hyperbolic polyhedra in this paragraph are consequences of Andreev's Theorem [1970a; 1970b] (see also [Roeder et al. 2007; Thurston 1979, Section 13.6; 1992]).

A (closed) orientable 2-orbifold is topologically a closed orientable surface with some finite set of its points marked by positive integers (greater than one). Every such 2-orbifold can be realized as a complete metric space of constant curvature with cone-like singularities at the marked points, and where the sign of the curvature depends only on the topology of the underlying surface together with the markings. A 2-orbifold is called spherical, Euclidean or hyperbolic according to the sign of its constant curvature realization. A turnover is a 2-orbifold that is topologically a 2 -sphere with three marked points, and a hyperbolic turnover is a turnover for which the reciprocal sum of the integer markings is less than one.

Although we will seldom deal with nonorientable objects, we define a hyperbolic triangle with mirrored sides as a topological closed disk whose boundary is marked with three distinct points, each point labeled by an integer greater than one and such that the sum of the reciprocals of these integers is less than one, and with the connecting intervals in the boundary between these points marked as "mirrors." Hyperbolic triangles with mirrored sides are nonorientable 2-orbifolds that are doubly covered by hyperbolic turnovers: they are the quotients of hyperbolic turnovers by an involution that fixes an embedded topological circle that passes through the marked points of the turnover. Every embedded hyperbolic turnover in a hyperbolic 3-orbifold can either be made totally geodesic by an isotopy in the 3 -orbifold (in which case the preimage in $\mathbb{H}^{3}$ under the covering map of this totally geodesic 2-suborbifold is a collection of disjoint planes, each tiled by a hyperbolic triangle that is determined by the markings of the singular points - see [Maskit 1988, Chapter IX.C] or [Adams and Schoenfeld 2005, Theorem 2.1], for instance) or else can be moved by an isotopy to be the boundary of a regular neighborhood of a totally geodesic hyperbolic triangle with mirrored sides.

An embedded orientable 2 -suborbifold of $\widehat{O}_{P}$ is topologically a surface that meets the marked graph transversely. We note that any simple closed curve $C \subset \partial P$ that meets the 1 -skeleton transversely determines such a 2 -suborbifold by adjoining to $C$ the two topological disks that it bounds, one to either side of $\partial P \subset 0_{P}$. A closed path on $\partial P$ that is isotopic to a simple circuit in the dual graph to the 1skeleton of $P$ is called a $k$-circuit, where $k$ is the number of edges the path crosses. An embedded hyperbolic triangle with mirrored sides occurs as a suborbifold of $0_{P}$ whenever $P$ has a triangular face all of whose edges are labeled two (in this case, the triangle with mirrored sides is topologically just the disc bounded by these three edges in the marked graph).

The terminology of this paragraph is introduced in terms of general orbifolds. A compact $n$-orbifold $\mathbb{O}$ with boundary is a metrizable topological space which is locally diffeomorphic either to the quotient of $\mathbb{R}^{n}$ by a finite group action or to the quotient of $\mathbb{R}^{n-1} \times[0, \infty)$ by a finite group action, with points of the latter type making up the boundary $\partial \mathcal{O}$ of $\mathcal{O}$ (itself an $(n-1)$-orbifold). We use the term orbifold ball (respectively, orbifold disk) to refer to the quotient of a compact 3-ball (respectively, 2-disk) by a finite group action. We say a compact 3-orbifold 0 is irreducible if every embedded spherical 2-suborbifold bounds an orbifold ball in 0 . A 2-suborbifold $F \subset \mathcal{O}$ is called compressible if either $F$ is spherical and bounds an orbifold ball or if there is a simple closed curve in $F$ that does not bound an orbifold disk in $F$ but that bounds an orbifold disk in $\mathbb{O}$, and incompressible otherwise. There is a relative notion of $\partial$-incompressibility (whose exact definition we do not require). We call $F$ essential if it is incompressible, $\partial$-incompressible and not parallel to a boundary component of $\mathbb{O}$. We call a compact irreducible 3-orbifold Haken if it is either an orbifold ball, or a turnover crossed with an interval, or if it contains an essential 2 -suborbifold but contains no essential turnover. A compact irreducible 3-orbifold is called small if it contains no essential 2-suborbifolds and has (possibly empty) boundary consisting only of turnovers. (We note that a compact, orientable and irreducible orbifold is both Haken and small if and only if it is either a cone on a spherical turnover or a product of a turnover with an interval.) These definitions extend to any arbitrary 3-orbifold that is diffeomorphic to the interior of a compact 3-orbifold with boundary.

We observe that Euclidean and hyperbolic turnovers are always incompressible because a simple closed curve on these objects always bounds an orbifold disk. As a consequence, in an irreducible 3-orbifold, any incompressible 2-orbifold (in fact, even any singular hyperbolic turnover) can be made disjoint from an embedded hyperbolic turnover.
Remark. It is a consequence of a theorem of Dunbar [1988] that a hyperbolic polyhedral 3-orbifold can be decomposed (uniquely, up to isotopy) along a system of essential, pairwise nonparallel hyperbolic turnovers into pieces that contain no essential (embedded) turnovers, and, moreover, that each component of the decomposition is either a Haken or a small 3-orbifold; see [Boileau et al. 2003, Theorem 4.8]. An embedded hyperbolic turnover in a hyperbolic polyhedral 3-orbifold $\mathbb{O}_{P}$ will correspond to a simple closed curve in $\partial P$ that crosses exactly three edges whose dihedral angles sum to less than $\pi$. If such a curve is parallel in $\partial P$ to a triangular face of $P$ all of whose edges are labeled two, then the hyperbolic turnover corresponding to this curve is isotopic to the boundary of a regular neighborhood of a hyperbolic triangle with mirrored sides (the latter arising from the triangular face of $P$ ) in $\mathscr{O}_{P}$. In this case, one component of the Dunbar decomposition will consist of the regular neighborhood of this triangle with mirrored sides (in fact, this is a
small 3-orbifold). The complement of this component in $\mathbb{O}_{P}$ is (orbifold) diffeomorphic to the complement of the triangle with mirrored sides in $\mathbb{O}_{P}$ (because the hyperbolic turnover collapses onto the mirrored triangle as the radius of the regular neighborhood goes to zero), and so, for convenience, we discard the component of the Dunbar decomposition corresponding to this regular neighborhood.

With the above convention in mind, we have the following:
Definition 2.1. A hyperbolic reflection polyhedron $P$ is small if the Dunbar decomposition of $\widehat{O}_{P}$ (with the convention of the preceding paragraph) consists of a single connected small component.

In the projective model of $\mathbb{M}^{3}$, consider a linearly independent set of four points, any or all of which may lie on the boundary of or outside of the projective ball. If the line segment between each pair of these points intersects the interior of the projective ball, then the points determine a generalized tetrahedron. This polyhedron is obtained by taking the (possibly infinite volume) polyhedron in $\mathbb{H}^{3}$ spanned by the points and truncating its infinite volume ends by the dual hyperplanes to the superideal vertices. The resulting polyhedron has finite volume and all of its vertices are either finite or ideal. The faces arising from truncated superideal vertices - which are called, along with the finite and ideal vertices, generalized vertices - are triangular, and the dihedral angle at each edge of these faces is $\pi / 2$. In particular, if a generalized tetrahedron $P$ is a Coxeter polyhedron, then any generalized vertex arising from a truncated face is a hyperbolic triangle that tiles (under the tiling associated to $P$ ) a geodesic plane in $\mathbb{H}^{3}$ (and thus gives rise to an embedded hyperbolic triangle with mirrored sides in $\mathbb{O}_{P}$ ).

## 3. Proof of Theorem 1.1

Let $P$ be a 3-dimensional hyperbolic Coxeter polyhedron, and let $\mathbb{O}_{P}$ be its hyperbolic polyhedral 3-orbifold. First assume that $P$ is a generalized tetrahedron. Then $\mathcal{O}_{P}$ is topologically the 3 -sphere with a marked planar graph as in Figure 2.

Each dot in the figure represents a generalized vertex, and so is either a finite vertex, a triangle with mirrored sides or a Euclidean turnover cusp (the latter if the vertex is ideal). Any dot that represents a triangle corresponds to a nonseparating


Figure 2. The graph associated to a generalized tetrahedron.
hyperbolic turnover of the Dunbar decomposition of $\mathcal{O}_{P}$. Moreover, since any two hyperbolic turnovers can be made disjoint by an isotopy, any other turnovers in the Dunbar decomposition occur as topological 2-spheres that intersect the graph from the figure in exactly three distinct edges. But the only possibility for such a 2 -sphere is one that surrounds a dot, and that therefore is parallel to a generalized vertex of $P$. So the Dunbar decomposition of $\mathbb{O}_{P}$ (under the convention of Definition 2.1) has a single component.

To see that this component is small, we consider the graph of Figure 2 as the 1 -skeleton of a tetrahedron in the 3 -sphere. Using standard topology arguments, it can be shown that an incompressible 2-suborbifold intersects the interior of this tetrahedron in triangles and quadrilaterals. But a triangular intersection implies that the incompressible 2-suborbifold is isotopic to the hyperbolic turnover associated to a generalized vertex, and a quadrilateral intersection produces a compression. So $P$ is small if it is a generalized tetrahedron.

Now assume that $P$ is small. The rest of the proof of Theorem 1.1 depends on the following simple observation

Remark [Thurston 1979, Proposition 13.5.2]. Suppose that $C \subset \partial P$ is a simple closed curve that is transverse to, forms no bigons with, does not surround a single vertex of, and that crosses at least two distinct edges of the 1 -skeleton of $P$. Then $C$ determines an incompressible 2-suborbifold of $\mathbb{O}_{P}$ if and only if (1) it intersects any face in a connected set or not at all and (2) it intersects the common edge of two adjacent faces whenever its intersection with both faces is nonempty.

We begin with the following fact about triangular faces of $P$ :
Lemma 3.1. If $T$ is a triangular face of $P$, then $T$ corresponds to a hyperbolic turnover in $\hat{0}_{P}$ or $P$ is a generalized tetrahedron.

Proof. Suppose that $T$ is as in Figure 3a (in this and all subsequent figures in this section, we depict $P$ by a planar projection). If $1 / p+1 / q+1 / r \geq 1$, then the three edges incident to the vertices of $T$ must intersect (or meet at a Euclidean turnover)


Figure 3. Triangular faces.
[Roeder et al. 2007, Lemmata 3.2 and 3.3], in which case $P$ is a generalized tetrahedron (possibly with an ideal vertex). Otherwise, we have $1 / p+1 / q+1 / r<1$. Then the 3 -circuit around this face determines a hyperbolic turnover in $\mathbb{O}_{P}$ whose associated triangle in $P$ must be boundary-parallel (in $P$ ) because $P$ is small. The two possibilities are shown in Figures 3b (in which the hyperbolic turnover collapses to the outermost face) and 3c (in which the hyperbolic turnover collapses to $T$ ).

Throughout the rest of the proof, we will use the observation from the above lemma, i.e., that any 3-circuit in a small hyperbolic polyhedron surrounds a generalized vertex. In the case when the 3 -circuit determines a hyperbolic turnover, this follows by the fact that a hyperbolic turnover in a hyperbolic 3-orbifold always corresponds to a totally geodesic 2 -suborbifold (according to the second paragraph in Section 2; compare also with the incompressibility observation just before the remark on page 195): Because the polyhedron $P$ is small, this totally geodesic 2suborbifold of $\mathscr{O}_{P}$ cannot be an embedded hyperbolic turnover (because $\mathbb{O}_{P}$ has no boundary, and so such a turnover would have to be essential), and therefore must be a triangle with mirrored sides that corresponds to a triangular face of $P$.

Consider an $n$-sided face $F$ of $P$, as in Figure 4. Assume that $n \geq 4$. The


Figure 4. A face of $P$ and a compression.
$n$-circuit $\alpha$ around $F$ determines a 2 -orbifold that must be compressible, with a compressing orbifold disk whose intersection with $\partial P$ appears as the dashed $\operatorname{arc} \beta$ in the figure. Since $n \geq 4$, it must be that each side of the 3 -circuit $\beta \cup \gamma$ contains at least two edges radiating outward from $F$ (that is, edges meeting $F$ only in vertices). Since $\mathscr{O}_{P}$ is small, $\beta \cup \gamma$ bounds a triangle $T \subset \partial P$. Figure 5 illustrates the two possibilities, depending on the side of $\beta \cup \gamma$ to which $T$ lies. Of course, these differ only by the choice of projection of $P$ into the plane.


Figure 5. Two projections of a face of $P$ with adjacent triangle.
We now consider all such compressions of this 2-orbifold, and all of the resulting adjacent triangles to $F$. Let $\alpha$ denote the $k$-circuit that encloses $F$ and these triangles, as in Figure 6, left.


Figure 6. Left: a face of $P$ with all of its adjacent triangles, and a $k$-circuit. Right: the same, with $k=2$.

If $k=2$, then $F$ must be a quadrilateral with two triangles adjacent to it on opposite sides, in which case $P$ is a triangular prism with one face that corresponds to a hyperbolic turnover in $\mathbb{O}_{P}$ as in Lemma 3.1, i.e., $P$ is a generalized tetrahedron. See Figure 6, right.

If $k=3$, then $\alpha$ surrounds a generalized vertex to the outside. In this case, the face $F$ must be as in Figure 7, where each dot represents either a finite vertex, an ideal vertex or a hyperbolic triangle. Filling in the generalized vertex to the outside of $\alpha$, we have that $P$ is a generalized tetrahedron.


Figure 7. A face of $P$ with all of its adjacent triangles, and a 3-circuit.
If $k>3$, then the 2 -orbifold determined by $\alpha$ has a compression. But any such compression would add an adjacent triangular face to $F$, and we have assumed that $\alpha$ encloses all such triangles. So $k \leq 3$. This completes the proof of Theorem 1.1.

## 4. Turnovers in hyperbolic polyhedra

In this final section, we prove Theorems 1.2 and 1.3, and provide a classification of the immersed hyperbolic turnovers in those tetrahedral orbifolds that arise from tetrahedra with no finite vertices. Although Theorem 1.3 does not follow from Theorem 1.2, we will provide the proof of the former in the midst of the proof of the latter, as it contains an observation that is necessary for both proofs.

It was shown in [Rafalski 2010] that if a hyperbolic 3-orbifold contains a singular hyperbolic turnover, then that turnover must be contained in a low-volume small 3-suborbifold. In particular:
Theorem 4.1 [Rafalski 2010, Theorem 1.1 and Corollary 1.3]. Let $Q$ be a compact, irreducible, orientable, atoroidal 3-orbifold. Then any immersion $f: \mathscr{T} \rightarrow Q$ of a hyperbolic turnover into $Q$ is homotopic into a unique component of the Dunbar decomposition of $Q$, up to covers of parallel boundary components of the decomposition. Moreover, if $f$ is a singular immersion that does not cover an embedded turnover or triangle with mirrored sides, then the component containing $f(\mathscr{T})$ is unique, and it is a small 3-orbifold.
Proof of Theorem 1.2.. If $\mathfrak{O}_{P}$ is a hyperbolic polyhedral 3-orbifold, then it is homeomorphic to the interior of an orbifold that satisfies the hypotheses of Theorem 4.1. If $\mathcal{O}_{P}$ contains a singular turnover, then this turnover is contained in a small component of the Dunbar decomposition of $\mathcal{O}_{P}$, and Theorem 1.1 classifies these small orbifolds as generalized tetrahedral orbifolds.

It remains to provide a classification of the generalized tetrahedra whose associated 3 -orbifolds contain immersed turnovers. We will do so for generalized tetrahedra all of whose vertices are nonfinite. See the summary at the end of the paper for the results of the classification. The techniques we use to provide this

A


Figure 8. $T[l, m, q ; n, p, r]$.
classification can be used to classify the immersed turnovers in all tetrahedral orbifolds, thereby extending and completing the classification begun by Maclachlan in the case of compact (nongeneralized) tetrahedral orbifolds [Maclachlan 1996], however, the case-by-case analysis required to complete this classification in general is somewhat excessive.

We let $T[l, m, q ; n, p, r]$ denote the hyperbolic generalized tetrahedron $A B C D$ with dihedral angles $\pi / l, \pi / m, \pi / q, \pi / n, \pi / p$ and $\pi / r$, as in Figure 8 , with the convention that a vertex of $T$ is truncated (respectively, ideal) if the dihedral angles of its three coincident edges sum to less than (respectively, equal to) $\pi$.

The conditions on $l, m, q, n, p$ and $r$ guaranteeing the existence of the tetrahedron $T[l, m, q ; n, p, r]$ are known [Ushijima 2006]. In particular, there are nine compact (nontruncated) tetrahedra (see [Ratcliffe 1994, Chapter 7], for instance), all of whose associated orbifolds contain singular turnovers. We note that, of the nine compact (nontruncated) tetrahedra, eight yield arithmetic hyperbolic 3orbifolds. As we noted above, Maclachlan classified almost all of the immersed turnovers in these arithmetic tetrahedral orbifolds using arithmetic methods. Our geometric technique can be considered as an alternative means to prove (and extend) those results, without appeal to arithmeticity.

Denote by $\mathbb{O}_{T}$ the 3 -orbifold determined by $T[l, m, q ; n, p, r]$. Recall from Section 2 that any hyperbolic turnover in a hyperbolic 3-orbifold that does not collapse onto a hyperbolic triangle with mirrored sides may be assumed to be totally geodesic. It also follows from the incompressibility of hyperbolic turnovers in irreducible orbifolds that an immersed turnover must be disjoint from any embedded turnover [Rafalski 2010, Lemma 5.3]. Consequently, if $\mathscr{T}$ is a hyperbolic turnover, then an immersion $f: \mathscr{T} \rightarrow \mathscr{O}_{T}$ lifts to the universal cover $\mathbb{H}^{3}$ as a collection of geodesic planes with some intersections - two or more of these planes will intersect whenever there is a covering transformation (i.e., an element of the
fundamental group $\pi_{1}\left(\mathbb{O}_{T}\right)$ of $\mathscr{O}_{T}$, which is just the group of isometries of $\mathbb{H}^{3}$ that yields the quotient $\mathbb{O}_{T}$ ) that does not move one plane completely disjoint from some of the others, and this must occur if there is a singular immersion of a turnover in $\mathrm{O}_{T}$ - and, additionally, the collection of planes determined by an immersed turnover must be disjoint from the collection of planes determined by any turnover corresponding to a generalized vertex of $T$.

Proof of Theorem 1.3. Let $P \subset \mathbb{H}^{3}$ be a polyhedron that generates the nonorientable 3-dimensional hyperbolic polyhedral reflection group $G$, and let $S \subset G$ be an orientable triangle subgroup. Then $S$ is generated by two elliptic elements in $G$ and stabilizes a plane $\Pi_{S} \subset \mathbb{H}^{3}$. In particular, $\Pi_{S}$ meets the axis of every element of $S$ at a right angle, and the intersections of $\Pi_{S}$ with these axes comprise the vertex set of a tiling of $\Pi_{S}$ by hyperbolic triangles. Every such vertex will have $k$ lines passing through it (where $k$ is the order of the elliptic element stabilizing the vertex) that are the perpendicular intersections with $\Pi_{S}$ of $G$-translates of a face of $P$. This set of lines and their intersections generates a tiling of $\Pi_{S}$ by hyperbolic triangles that corresponds to a hyperbolic triangle with mirrored sides in the nonorientable hyperbolic orbifold $\mathbb{M}^{3} / G$, and this 2-orbifold is covered by the hyperbolic turnover corresponding to $S$. Therefore, $S$ is contained in the triangle reflection subgroup of $G$ that corresponds to this nonorientable triangle 2-orbifold.

We take a moment to emphasize the observation from the above proof: Any maximal (orientable) triangle subgroup of 3-dimensional hyperbolic polyhedral reflection group has as a fundamental domain a triangle whose edges are contained in the faces of the corresponding polyhedral tiling of $\mathbb{H}^{3}$ (the edges may intersect multiple faces of the polyhedral tiling). This fact is used in the next paragraph.

Here is the strategy for classifying the immersed turnovers of $\mathbb{O}_{T}$. (The proof is long, but this paragraph contains the core idea.) Let $\mathscr{T}$ be a hyperbolic turnover. Up to conjugacy, there is a unique discrete orientation-preserving group of isometries of the hyperbolic plane $\mathbb{H}^{2}$ corresponding to the tiling of $\mathbb{H}^{2}$ by copies of the triangle that determines $\mathscr{T}$ (the fundamental group $\pi_{1}(\mathscr{T})$ of $\mathscr{T}$ ). If $f: \mathscr{T} \rightarrow \mathbb{O}_{T}$ is an immersion, then $f$ may be assumed to have totally geodesic image. Consider a plane $\Pi_{\mathscr{T}}$ in the collection of planes in $\mathbb{H}^{3}$ corresponding to $f(\mathscr{T})$. This plane is stabilized by a copy of the fundamental group of some turnover (possibly a smaller turnover that is covered by $f(\mathscr{T})$, if the fundamental group of $f(\mathscr{T})$ is not maximal) - a subgroup $\Gamma$ of the fundamental group of the orbifold $\mathcal{O}_{T}$ — for which there is a tiling of $\Pi_{\mathscr{J}}$ by hyperbolic triangles whose edges are a (possibly proper) subset of the intersections of $\Pi_{\mathcal{T}}$ with $\Gamma$-translates of the faces of $T$, and whose vertices are a (possibly proper) subset of the perpendicular intersections of $\Pi_{\mathcal{T}}$ with $\Gamma$-translates of the edges of $T$. We will locate all of the immersed turnovers in $\mathbb{O}_{T}$ by reversing this process, that is, by determining exactly the hyperbolic planes in
the universal cover $\mathbb{H}^{3}$ that are stabilized by a triangle subgroup of $\pi_{1}\left(\mathrm{O}_{T}\right)$. Thus we choose an arbitrary edge $e_{1}$ of $T$ and develop copies of $T$ in $\mathbb{H}^{3}$ (by reflecting in faces) until we find another edge $e_{2}$ which is coplanar with but which shares no (generalized) vertex with $e_{1}$. Since we need only concern ourselves with maximal triangle subgroups, the observation following the proof of Theorem 1.3 allows to assume that the common plane, which we denote by $\Pi_{F}$ (where $F$ is a face of $T$ incident to $e_{1}$ ), consist of developed faces of $T$. Let $\Pi_{1}$ be the plane containing another face of $T$ incident with $e_{1}$, and let $\Pi_{2}$ be the plane containing another face of (a developed image of) $T$ containing $e_{2}$. Suppose that $\Pi_{1}$ and $\Pi_{2}$ intersect $\Pi_{F}$ at angles of $\pi / a$ and $\pi / b$, respectively. If $\Pi_{1}$ and $\Pi_{2}$ intersect at an angle of $\pi / c$, and if $1 / a+1 / b+1 / c<1$, then the rotations about edges $e_{1}$ and $e_{2}$ (of orders $a$ and $b$, respectively), will generate a triangle subgroup of $\pi_{1}\left(0_{T}\right)$, and the invariant plane for that subgroup will project to an immersed turnover in $\mathcal{O}_{T}$ (every developed edge of $T$ that intersects the invariant plane for this triangle subgroup at an oblique angle will correspond to an immersion of the turnover). This determines a maximal triangle subgroup of $\pi_{1}\left(0_{T}\right)$, and the type of the corresponding immersed turnover will be $(a, b, c)$. In most cases, we will show that there can be no such edge $e_{2}$ that is both coplanar with $e_{1}$ and that has an incident face whose corresponding plane $\Pi_{2}$ intersects the plane $\Pi_{1}$, which rules out the possibility of an immersed turnover. In the other cases, we will find a turnover after a minimal development of $T$. Thus, our determination of the immersed turnovers in $0_{T}$ will be complete.

We divide the remainder of the proof of Theorem 1.2 into subsections.

### 4.1. The case when a single edge separates $e_{1}$ from $e_{2}$.

4.1.1. The single separating edge has order 2 : To begin, we determine the case in which the immersed turnover can be found after crossing only one edge between $e_{1}$ and $e_{2}$ (there must be at least one edge crossed, in this process, to ensure that the turnover is not parallel to a vertex). Consider Figure 9, which shows two


Figure 9. Two copies of the tetrahedron $T[2, m, q ; n, p, r]$.
copies of the tetrahedron $T[2, m, q ; n, p, r]$. Each edge is labeled according to the submultiple of $\pi$ for the dihedral angle there (so, for example, the edge $A D$ has a dihedral angle of $2 \pi / p$ ). In particular, the points $A, B, C$ and $C^{\prime}$ are coplanar. We use $F$ to denote the face $A B C$ of $T$ and $\Pi_{F}$ to denote the plane that contains $F$. We consider the edges $e_{1}=A C^{\prime}$ and $e_{2}=B C$, and the planes $\Pi_{1}=A C^{\prime} D, \Pi_{F}$ and $\Pi_{2}=B C D$. Under the assumption that all of the vertices of $T$ are nonfinite, we observe it is necessary for $m, q, p$ and $r$ to all be at least 3. From the figure, we see that $\Pi_{1}$ meets $\Pi_{F}$ at an angle of $\pi / q$ and that $\Pi_{F}$ meets $\Pi_{2}$ at an angle of $\pi / m$, and so we are left to determine whether or not $\Pi_{1}$ and $\Pi_{2}$ intersect, and at what angle this possible intersection occurs.

The vertex $D$ is either ideal or truncated. If it is ideal, then its link is the orbifold quotient of a horosphere by a Euclidean triangle group. If it is truncated, then it corresponds to a geodesic plane in the universal cover that is stabilized by a hyperbolic triangle group. In both cases, we illustrate the straightforward geometric determination of the conditions on $n, p$ and $r$ that ensure the intersection of $\Pi_{1}$ and $\Pi_{2}$ in the link of $D$, and determine the angle at which any intersection occurs [Rafalski 2010, Section 9.4].

Figure 10 illustrates part of the link of $D$ as viewed from $D$ (this is either a hyperbolic plane or a Euclidean plane corresponding to the horosphere centered at


Figure 10. Part of the link of a nonfinite vertex of $T[2, m, q ; n, p, r]$.
an ideal vertex). The vertices in the picture are labeled according to the edges of $T$ that are incident at $D$ (the labels $D A^{\prime}$ and $D B^{\prime}$ represent edges in the development of $T$ that are the reflections of the edges $D A$ and $D B$ through the faces $B C^{\prime} D$ and $A C D$, respectively, in Figure 9). Assume first that $n>2$. Because $p$ must be at least 3 (and similarly for $r$ ), we have the inequality $(p-2) \pi / p+(n-1) \pi / n \geq \pi$ (and similarly $(r-2) \pi / r+(n-1) \pi / n \geq \pi)$. The angles with the measures from the previous sentence are indicated in the figure as the labels of the four dotted arcs (all other angles in the figure refer to the measure at the appropriate triangular vertex). Using this inequality, we conclude that the indicated bold rays directed northwest from $D A$ and $D C$ do not intersect, because the sum of the angles that these rays make with the segment from $D C$ to $D A$ is at least $\pi$ (and similarly for the rays directed southeast from $D C^{\prime}$ and $D B$, because the sum of the angles that these rays make with the segment from $D B$ to $D C^{\prime}$ is at least $\pi$ ). Consequently, the bold lines in the figure (and the corresponding planes $\Pi_{1}$ and $\Pi_{2}$ ) cannot intersect in this case. A similar argument implying that $\Pi_{1}$ and $\Pi_{2}$ do not intersect holds when $n=2$ and both $p$ and $r$ are greater than 3: The rays directed northwest from $D A$ and $D C$ make angles with the segment between these two points of $(p-2) \pi / p \geq \pi / 2$ and $\pi / 2$, respectively, and so the sum of these angles will be at least $\pi$ (when $n=2$ and $r \geq 4$, the same argument proves that the southeast rays from $D C^{\prime}$ and $D B$ do not intersect). Finally, if $n=2$ and $p=3$ (respectively, $r=3$ ), then it is easily seen $\Pi_{1}$ and $\Pi_{2}$ intersect at an angle of $\pi / r$ (respectively, $\pi / p$ ), and the line of intersection passes through the point $D B^{\prime}$ (respectively, $D A^{\prime}$ ).

We therefore have, when $l=2$ and our search for a turnover crosses only one edge, that an immersed turnover only arises when $n=2$ and either $r=3$ or $p=3$. If $r=3$, then this yields a triple of planes intersecting pairwise in angles of $\pi / q$, $\pi / m$ and $\pi / p$, with $q \geq 3, m \geq 6$ and $p \geq 6$. If $p=3$, then the pairwise angles of intersection are $\pi / q, \pi / m$ and $\pi / r$, with $q \geq 6, m \geq 3$ and $r \geq 6$. (The inequalities are induced by the assumption that all of the vertices of $T$ are nonfinite.) By analyzing Table 1 (whose data is collected from [Singerman 1972]), we see that

| supergroup | subgroup | index | normal | supergroup | subgroup | index | normal |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $(3,3, t)$ | $(t, t, t)$ | 3 | Yes | $(2,3,8)$ | $(3,8,8)$ | 10 | No |
| $(2,3,2 t)$ | $(t, t, t)$ | 6 | Yes | $(2,3,9)$ | $(9,9,9)$ | 12 | No |
| $(2, s, 2 t)$ | $(s, s, t)$ | 2 | Yes | $(2,4,5)$ | $(4,4,5)$ | 6 | No |
| $(2,3,7)$ | $(7,7,7)$ | 24 | No | $(2,3,4 t)$ | $(t, 4 t, 4 t)$ | 6 | No |
| $(2,3,7)$ | $(2,7,7)$ | 9 | No | $(2,4,2 t)$ | $(t, 2 t, 2 t)$ | 4 | No |
| $(2,3,7)$ | $(3,3,7)$ | 8 | No | $(2,3,3 t)$ | $(3, t, 3 t)$ | 4 | No |
| $(2,3,8)$ | $(4,8,8)$ | 12 | No | $(2,3,2 t)$ | $(2, t, 2 t)$ | 3 | No |

Table 1. Triangle supergroups and subgroups.


Figure 11. A $(q, m, p)$ triangle in $T[2, m, q ; 2, p, 3]$.
this triple of planes does not yield a triangle group that contains any other triangle group. By comparing the second column of the table with the first, we note that it is possible for this triple of planes to yield a triangle group that is contained in some larger triangle group. However, it is not possible for such a supergroup to be a subgroup of $\pi_{1}\left(O_{T}\right)$. This follows from the observation in the paragraph following the proof of Theorem 1.3: Because such a supergroup would be a maximal triangle subgroup of $\pi_{1}\left(O_{T}\right)$ stabilizing the plane that contains the $(q, m, p)$ (or $(q, m, r)$ ) triangle, there would have to be edges in the development of $T$ that intersect the interior of the $(q, m, p)$ (or $(q, m, r)$ ) triangle perpendicularly (these intersections would be necessary for the corresponding orbifold covering of the smaller turnover by the larger $(q, m, p)$ or $(q, m, r)$ turnover). By construction, there are no such perpendicular intersections in the interior of the triangle. See Figure 11, which illustrates the case when $r=3$. As can be seen in the figure, no developed edges of $T$ intersect the interior of the $(q, m, p)$ triangle (the intersections with this triangle that yield immersions of the corresponding turnover are indicated by the dots). Consequently, we can conclude that the $(q, m, p)$ or $(q, m, r)$ triangle determined by $\Pi_{1}, \Pi_{F}$ and $\Pi_{2}$ is not parallel to any of the vertices of $T$, and therefore that it determines an immersed turnover in $\mathbb{O}_{T}$, because $\mathcal{O}_{T}$ is small. The observations of this paragraph are summarized in items (1) and (2) at the conclusion of the paper.
4.1.2. The single separating edge has order 3: We next turn to the case in which the immersed turnover can be found after crossing only one edge between $e_{1}$ and $e_{2}$, where the order of the crossed edge is $l=3$. See Figure 12. Let $e_{1}=A D^{\prime}$, $e_{2}=B C, \Pi_{1}=A C^{\prime} D^{\prime}$ and $\Pi_{2}=B C D$. We make several preliminary observations:
(1) Any two (distinct) planes that truncate developed vertices must be disjoint.


Figure 12. Three copies of the tetrahedron $T[3, m, q ; n, p, r]$.
(2) By (1) and by the fact that $T$ has no finite vertices, any two developed edges of the tetrahedron (whose corresponding geodesics in $\mathbb{H}^{3}$ are distinct) must be disjoint.
(3) It is always the case that the plane containing one face of a generalized hyperbolic tetrahedron will be disjoint from the plane that truncates the vertex opposite to that face.
(4) By (2), if two planes corresponding to two developed faces of $T$ meet a third plane that corresponds to a developed face of $T$, then any intersection of the first two planes must occur on the side of the third plane where the two interior supplementary angles of intersection sum to less than $\pi$.
(5) Any two planes corresponding to two developed faces that both intersect a third plane that truncates a developed vertex intersect if and only if their intersections with that truncated plane (i.e., with the link of the generalized vertex) do so. A corresponding statement is also true in the case when the developed vertex is ideal, that is, that two planes corresponding to two developed faces that intersect at infinity in the case of an ideal vertex intersect in $\mathbb{H}^{3}$ if and only if their intersections with the link of the ideal vertex themselves intersect.

By (3), $\Pi_{2}$ is disjoint from the plane that truncates the vertex $A$. When $r=2$, the planes $\Pi_{1}$ and $\Pi_{2}$ will intersect if and only if their intersections with the link of $C^{\prime}$ themselves intersect (by (4)). We will analyze the $r=2$ case in a moment. When $r \geq 3$, we also have that $\Pi_{2}$ does not intersect the plane that truncates the vertex $C^{\prime}$, reasoned as follows. We will always choose the "inward" normal direction for a plane that contains a face of $T$ by indicating the appropriate opposite vertex to that face in any of our diagrams. When $r=3$, we observe that $\Pi_{2}$ contains the
face of the tetrahedron (not pictured in the figure) that is the reflection of $A B D C^{\prime}$ through the face $B D C^{\prime}$, and so $\Pi_{2}$ does not intersect the truncating plane of $C^{\prime}$ in this case (by (3)). When $r \geq 4$, then we consider the line containing the segment $B D$ which divides $\Pi_{2}$. The half of $\Pi_{2}$ that meets $C$ is prevented from intersecting the truncating plane for $C^{\prime}$ by the plane $A B D$, and the other half of $\Pi_{2}$ is prevented from intersecting the truncating plane at $C^{\prime}$ by the plane containing the reflection of $A B D$ through the face $B D C^{\prime}$ (both of these follow from (3)).

Therefore, when $r \neq 2$, we have that $\Pi_{2}$ has no intersection with the planes that truncate the vertices $A$ and $C^{\prime}$. We observe now that these truncating planes at $A$ and $C^{\prime}$ determine an open ball (i.e., the region between them in $\mathbb{H}^{3}$ ) which contains $\Pi_{2}$. We also note that the edge from $A$ to $C^{\prime}$ is the only segment of the line of intersection of $\Pi_{1}$ with the planes $A B C^{\prime}$ and $A D C^{\prime}$ that lies in this ball. Using the convention for the inward normal direction given above, we conclude that, in order for $\Pi_{1}$ to intersect $\Pi_{2}$, it is necessary for that intersection to occur on the outward side of either $A B C^{\prime}$ (where inward is relative to $D$ ) or the outward side of $A D C^{\prime}$ (where inward is relative to $B$ ), and consequently that $\Pi_{2}$ must cross at least one of the planes $A B C^{\prime}$ or $A D C^{\prime}$.

By considering the geometry of the generalized vertex $B$, we have that $\Pi_{2}$ meets $A B C^{\prime}$ if and only if $r=2$, and so we analyze this case now. In this case, $\Pi_{2}=$ $B D C^{\prime}$ (as planes) and $\Pi_{1}$ and $\Pi_{2}$ intersect if and only if their intersections with the link of $C^{\prime}$ intersect (by (5)). The conditions for this intersection in the link of $C^{\prime}$ are either $m=2$ (not possible, since $r=2$ ), or $n=2$ and one of $q$ or $m$ equals 3 (not possible, since $r=2$ ), or else $q=2$. In the last case, the intersection of $\Pi_{1}$ and $\Pi_{2}$ occurs along the edge $C^{\prime} D$ at an angle of $\pi / n$, and because $q=2=r$ we must have $m \geq 6, p \geq 6$ and $n \geq 3$. In this case, $T=T[3, m, 2 ; n, p, 2]$ contains an immersed ( $m, n, p$ ) turnover, and this tetrahedron (and the set of conditions on $m, n$ and $p$ ) is isometric to the tetrahedron $T[2, p, n ; 2, m, 3]$, which appears in item (1) at the end of the paper (it is listed as item (3), additionally). The summary at the end of the paper gives exact conditions on the arrangements of $l, m, q, n, p$ and $r$ which yield isometric tetrahedra.

Otherwise, $\Pi_{2}$ must intersect $A D C^{\prime}$, and any possible intersection of $\Pi_{1}$ and $\Pi_{2}$ must occur on the outward side of $A D C^{\prime}$ (that is, the side opposite to vertex $B)$. Using the geometry of the generalized vertex $D$, we conclude that either $r=2$ (the case we just analyzed), or $p=2$, or $n=2$ and one of $p$ or $r$ equals 3. If $p=2$, then $q \geq 6$ (using the vertex $A$ ), $n \geq 3$ (using the vertex $D$ ), and $A D C^{\prime}=A C D C^{\prime}$ (as planes). By item (2) above, the lines $A C^{\prime}$ and $C D$ are disjoint lines in the plane $A C D C^{\prime}$. These lines are also the intersections with $A C D C^{\prime}$ of $\Pi_{1}$ and $\Pi_{2}$, respectively. We consider the side of $A C D C^{\prime}$ that is outward from vertex $B$, and the interior angles of intersection $(q-2) \pi / q$ (formed by $\Pi_{1}$ and $A C D C^{\prime}$ ) and $(n-1) \pi / n$ (formed by $\Pi_{2}$ and $A C D C^{\prime}$ ) on this side of $A C D C^{\prime}$ (that is,


Figure 13. Four copies of the tetrahedron $T[3, m, q ; 2,3, r]$.
the two angles of intersection contained on this side of $A C D C^{\prime}$ and in the same complementary component of these three planes). The conditions on $n$ and $p$ imply that $(n-1) \pi / n+(q-2) \pi / q \geq \pi$, and because it is only possible for $\Pi_{1}$ and $\Pi_{2}$ to intersect to the outward side of $A C D C^{\prime}$ (relative to the inward $B$ direction), we use item (4) above to conclude that $\Pi_{1} \cap \Pi_{2}=\varnothing$ in this case.

In the remaining case, we have $n=2$ and one of $p$ or $r$ equals 3 . If $p=3$, then $r \geq 6$ and $q$ and $m$ must both be bigger than 2 and also satisfy $1 / q+1 / m \leq 1 / 2$. We modify Figure 12 by adjoining another copy of $T$ to the face $A C D$. See Figure 13. In this case, $A D C^{\prime}=A B^{\prime} D C^{\prime}$ as planes, and we consider, as in the previous case, the interior angles of intersection $(q-2) \pi / q \geq \pi / 3$ and $(r-1) \pi / r \geq 5 \pi / 6$ formed by $A B^{\prime} D C^{\prime}$ with $\Pi_{1}$ and $\Pi_{2}$, respectively, on the outward side of this plane (again, relative to the inward $B$ direction). Since $(r-1) \pi / r+(q-2) \pi / q>\pi$, and again because $\Pi_{1}$ and $\Pi_{2}$ can only intersect on the side of $A B^{\prime} D C^{\prime}$ opposite to $B$, we conclude that $\Pi_{1} \cap \Pi_{2}=\varnothing$ in this case. The case when $n=2$ and $r=3$ is entirely similar, with the same conclusion.
4.1.3. The single separating edge has order greater than 3: We now handle the analogous cases to the previous two: when the search for an immersed turnover crosses a single edge between the planes $\Pi_{1}$ and $\Pi_{2}$, and when $l>3$ (we will specify these planes in each example below, in an analogous way to the previous cases). We will show that no immersed turnovers can be found when $l>3$.

We consider first the case when $l=4$ and the vertex $B$ has the Euclidean type $(2,4,4)$ with $m=4$. See Figure 14 (we will, for the most part, drop references to the "link" of a vertex for the remainder of the paper, and assume that work done in, and figures referring to, the link of a vertex will be clear from the context). Referring to the lower half of this figure, we have $e_{1}=A C^{\prime \prime}, \Pi_{1}=A C^{\prime \prime} D^{\prime}, e_{2}=B C$
and $\Pi_{2}=B C D$. The upper half of Figure 14 illustrates the view in the upper halfspace model of $\Vdash^{3}$ from the vertex $B$, which we have placed at the point at infinity. (This view, along with the similar figures in this section, was generated using the software KaleidoTile by Jeffrey Weeks [ $\geq 2012$ ].) Now $\Pi_{2}$ is represented in this diagram by the line $C D$, and the plane $\Pi_{1}$ must be represented by a circle (the circle is the boundary of a hemisphere in this model of $\mathbb{M}^{3}$ ). We claim that the circle representing $\Pi_{1}$ must be centered at some point in the triangle $A C^{\prime \prime} D^{\prime}$, and that none of the three points $A, C^{\prime \prime}$ or $D^{\prime}$ can be contained in this circle's interior. To see this, suppose first that the vertex $A$ of the tetrahedron is a truncated vertex. Then the plane truncating that vertex would appear as a circle in the figure. This circle would have to be centered at the point labeled $A$ because the geodesic edge from $B$ to this plane must meet the plane perpendicularly. Next, we observe that the circle representing $\Pi_{1}$ must intersect the circle centered at $A$ at a right angle (because $\Pi_{1}$ intersects the plane that truncates the vertex $A$ perpendicularly). This is only possible if the point labeled $A$ lies outside of the circle representing $\Pi_{1}$. In the case when the vertex $A$ of $T$ is an ideal vertex, then the circle representing $\Pi_{1}$ would pass through the point labeled $A$. Since all of the vertices $A, C^{\prime \prime}$ and $D^{\prime}$ of


Figure 14. The view from the ideal vertex of type (2, 4, 4).
the tetrahedron are nonfinite, the circle representing $\Pi_{1}$ cannot contain the vertices of the triangle $A C^{\prime \prime} D^{\prime}$ in its interior disk. Moreover, this circle must meet each line segment $A D^{\prime}, A C^{\prime \prime}$ and $C^{\prime \prime} D^{\prime}$ (at angles of $\pi / p, \pi / q$ and $\pi / n$, respectively) and so the center of this circle must be contained in the triangle $A C^{\prime \prime} D^{\prime}$. Such a circle is depicted. Since any such circle cannot intersect the line $C D$, we conclude that $\Pi_{1} \cap \Pi_{2}=\varnothing$. An analogous argument can be used to show that we obtain no immersed turnover in this fashion, whenever the vertex $B$ is Euclidean and $l$ is not equal to 2 or 3 ; this occurs only when the triple $(l, m, r)$ is one of $(4,2,4),(6,2,3)$ or $(6,3,2)$.

We are left then to consider the case when $l \geq 4$ and the vertex $B$ has a hyperbolic type. The argument is similar to the Euclidean vertex case, but we provide the details. Consider first the case of Figure 15. For the purposes of illustration, we have assumed that the vertex $B$ has the type $(2,4,5)$, with $l=5, m=2$ and $r=4$.


Figure 15. The view from the truncated vertex of type $(2,4,5)$.

Here, we have

$$
e_{1}=A D^{\prime \prime}, \quad \Pi_{1}=A D^{\prime \prime} C^{\prime \prime}, \quad e_{2}=B C, \quad \Pi_{2}=B C D
$$

We consider the hyperbolic plane $\Pi_{B}$ that truncates vertex $B$ as a hemisphere in the upper half-plane model, and wish to construct a "view from $B$ " that is similar to the previous case when the $B$ was an ideal vertex. The Poincaré disk $(2,4,5)$ tiling pattern of the figure results from projecting this hemisphere to the bounding plane of $\mathbb{H}^{3}$ through the south pole of the whole sphere that contains it [Thurston 1997, Figure 2.12, p. 58]. An important observation about this projection is that it is equivalent to projecting every point $x \in \Pi_{B}$ to the bounding plane of halfspace along the geodesic ray that is perpendicular to $\Pi_{B}$ at $x$. In particular, as in the Euclidean vertex case, each line or circular arc in the figure is the ideal boundary of a plane (each plane corresponding to a face in the tiling of $\mathbb{H}^{3}$ by $T)$ that meets $\Pi_{B}$ perpendicularly, and this projection is conformal, so that the angle of intersection between two lines or circular arcs in the figure is equal to the angle of intersection of the corresponding planes in $\mathbb{H}^{3}$. We have indicated, in the projection of the figure, the images of the intersection of five copies of $T$ with $\Pi_{B}$, labeled the endpoints of the lines emanating from $B$ by the corresponding letters in the lower part of the figure, and applied an isometry so that $A$ (or, in the case that the vertex $A$ is truncated, the center of the circle that represents the truncating plane for the vertex $A$ ) is at the center of the Poincaré disk. The planes $\Pi_{1}$ and $\Pi_{2}$ are represented by a circle and the circular arc $C D$, respectively.

We observe that, if the vertex $C^{\prime \prime}$ is truncated, then the truncating plane $\Pi_{C^{\prime \prime}}$ for $C^{\prime \prime}$ will appear in the figure as a circle (not pictured) with center on the segment $A C^{\prime \prime}$, because the point labeled $C^{\prime \prime}$ is the endpoint of a semicircle in the half-space model that is perpendicular to both $\Pi_{B}$ and $\Pi_{C^{\prime \prime}}$ (to see this, recall that we may consider the projection from $\Pi_{B}$ to the bounding plane as a projection along arcs of such semicircles). As in the previous case, the point $C^{\prime \prime}$ cannot be contained in the interior of the circle that is the ideal boundary of $\Pi_{1}$, because then the arc of the semicircle from $C^{\prime \prime}$ to its inverse image in $\Pi_{B}$ under the projection would meet $\Pi_{1}$, and this is impossible because this arc meets $\Pi_{C^{\prime \prime}}$ perpendicularly and $\Pi_{C^{\prime \prime}}$ and $\Pi_{1}$ are orthogonal (the contradiction arises because it would imply the existence of a triangle with two right angles). The same argument holds when either of $A$ or $D^{\prime \prime}$ is a truncated vertex, and therefore, as in the previous case, the ideal boundary of $\Pi_{1}$ must bound a disk whose interior is disjoint from the points $A, C^{\prime \prime}$ and $D^{\prime \prime}$ (these points may lie on the ideal boundary of $\Pi_{1}$ if they are ideal vertices of $T$ ). The ideal boundary of $\Pi_{1}$ intersects the segments $A C^{\prime \prime}$ and $A D^{\prime \prime}$ and the circular $\operatorname{arc} C^{\prime \prime} D^{\prime \prime}$ at angles of $\pi / q, \pi / p$ and $\pi / n$, respectively, and the center of the circle representing this ideal boundary has its center contained in the hyperbolic triangle $A C^{\prime \prime} D^{\prime \prime}$ in the projection. This is the circle that is depicted in the figure. But such


Figure 16. The view from the truncated vertex of generic hyperbolic type when none of $l, m$ and $r$ is 2 .
a circle can have no points in the hyperbolic polygon $C A D^{\prime \prime} C^{\prime \prime} D^{\prime} C^{\prime} D$ that lie outside of the union of hyperbolic triangle $A C^{\prime \prime} D^{\prime \prime}$ and the circle with the segment $A C^{\prime \prime}$ as its diameter (pictured with a dashed arc in the figure). Consequently, this circle cannot meet any of the sides of this hyperbolic polygon other than $A D^{\prime \prime}$ and $D^{\prime \prime} C^{\prime \prime}$, and, in particular, we have $\Pi_{1} \cap \Pi_{2}=\varnothing$. An analogous argument works whenever $B$ has hyperbolic type with one incident order 2 edge and $l \geq 4$.

The case when $l \geq 4$ and $B$ has hyperbolic type with no incident order 2 edge is similar. See Figure 16, in which $\Pi_{2}$ is represented by the circular arc $C D$ and $\Pi_{1}$ is represented as the circle pictured.

When $l \geq 4$, we observe that, in any similar picture (for example, Figure 17), the angles $\alpha=(l-2) \pi / l$ and $\beta=(r-1) \pi / r$ will always be at least $\pi / 2$.


Figure 17. Another view from the truncated vertex of generic hyperbolic type when none of $l, m$ and $r$ is 2 .

Hence, since $\alpha \geq \pi / 2$ and because the center of the circle representing $\Pi_{1}$ is contained in the hyperbolic triangle $A E F$, this circle will be disjoint from the interior of the segment $A D$ (it may pass through $A$, if the corresponding vertex is ideal). Also, noting that $A D$ will always have Euclidean length equal to one of the lengths $|A F|$ or $|A E|$, the conditions on $\alpha$ and $\beta$ imply that no point of the circle $C D$ that lies above the line $A D$ will be closer to the center of the circle representing $\Pi_{1}$ than any of the points $A, E$ or $F$. Since $A, E$ and $F$ are not contained in the interior of this circle, we can conclude that $\Pi_{1} \cap \Pi_{2}=\varnothing$ in this case.
4.2. The case when multiple edges separates $\boldsymbol{e}_{1}$ from $\boldsymbol{e}_{2}$. Recall that $\Pi_{\mathscr{T}}$ denotes the plane stabilized by a copy of a triangle subgroup in the fundamental group of $0_{T}$, and that $e_{1}$ and $e_{2}$ denote two developed coplanar edges of $T$ whose (perpendicular) intersections with $\Pi_{\mathscr{T}}$ correspond to two of the cone points of an immersed turnover (whose fundamental group is the triangle group stabilizing $\Pi_{\mathscr{F}}$ ) in $\mathcal{O}_{T}$.

Notation. For the remainder of the paper, $\Pi_{F}$ refers to the plane containing $e_{1}$ and $e_{2}$. It is the development in $\mathbb{H}^{3}$ of one face $F$ of $T$. The diagrams from Figures 18, 19 and 20 (along with several other figures later in this section) are all drawn with the convention that $\Pi_{F}$ is the page containing the illustration. We use $L_{F}$ to denote the intersection of $\Pi_{\mathscr{T}}$ with $\Pi_{F}$. Additionally, the phrase "the other side of $\Pi_{F}$ " refers, in each of the relevant figures, to the side of $\Pi_{F}$ that is behind the page (relative to the reader), and the use of the word "plane" at any edge in a diagram always refers to a plane that is the development of a face of $T$ in $\Vdash^{3}$ that passes through that edge.


Figure 18. Schematic of some possible developments of a face of $T$, together with switches and the intersection of the plane $\Pi_{\mathscr{T}}$.

Now that we have determined the conditions on $T$ which give rise to a turnover in $O_{T}$ when $\Pi_{\mathcal{T}}$ intersects a single edge in the development of $F$ between $e_{1}$ and $e_{2}$, we will show that it is impossible for there to be more than one such edge in the development of $F$ between $e_{1}$ and $e_{2}$. This will complete the classification of immersed turnovers in tetrahedral orbifolds with no finite generalized vertices.

Figure 18 shows two possible schematic diagrams for this discussion. In each of the subfigures, the edges $e_{1}$ and $e_{2}$ are indicated, and the dotted line represents $L_{F}$. Notice that, in each triangle of the planar development of $F$, there is always a unique translate of a vertex of $T$ that is separated from the other two by $\Pi_{\mathscr{T}}$. The edge translates of $T$ labeled by $s$ represent points at which this vertex switches.

We consider the following procedure for dividing any diagram of the type from Figure 18 into subdiagrams of the type (up to possible reflection or order two rotation) given in Figures 19 and 20:
(1) Starting at the first edge of the diagram, we follow $L_{F}$ until we arrive at the first switch. There must always be such a switch, for otherwise the supposed turnover would be parallel to a cover of an embedded turnover corresponding to one of the truncated vertices of $T$.
(2) If the switch is the only switch in the diagram, then our diagram looks like, up to reflection or rotation, one of the diagrams from Figure 19. In this case, we stop.


Figure 19. One type of possibility for the subdiagram components for a diagram of the type given in Figure 18.


Figure 20. Another type of possibility for the subdiagram components for a diagram of the type given in Figure 18.
(3) If there is more than one switch and the diagram looks like, up to reflection or rotation, one of the diagrams from Figure 20, then we stop.
(4) If we have not halted in the previous two steps, then the diagram up to and including the first edge after the first switch looks like the diagram in either Figure 19(a) or 19(b). Call this portion a subdiagram.
(5) Starting at the last edge of the subdiagram from the previous step, we repeat this process with the remaining portion of the original diagram, starting from the first step, until we reach edge $e_{2}$.

This procedure divides our diagram into subdiagrams of the type illustrated in parts (a) and (b) of Figure 19(a), with the possible exception that the final subdiagram may be of the type in Figure 19(c) or one of the two types in Figure 20 (we note that this process can eliminate certain switches, in each of the resulting
subdiagrams). Again, we denote by $\Pi_{1}$ and $\Pi_{2}$ the planes at $e_{1}$ and $e_{2}$, respectively, whose intersections with $\Pi_{\mathscr{T}}$ are supposed to form two of the sides of a triangle in the tiling of $\Pi_{\mathscr{F}}$. Our strategy is to use the subdiagrams of Figures 19 and 20 to find a sequence of planes in $\mathbb{H}^{3}$ - one or more planes at each of the two outermost edges of each subdiagram - that are pairwise disjoint on either side of $\Pi_{F}$ and that therefore separate $\Pi_{1}$ from $\Pi_{2}$.

We first make two observations about the subdiagram from Figure 19(a). First, if either of the orders of the two edges separated by the switch is 2 , then no plane at either edge can meet any of the planes at the other edge (excepting the plane $\Pi_{F}$ ). This fact follows from the extensive analysis done in Section 4.1. Second, if the two planes at the outer edges that are inclined closest toward the switch ("inclined closest" means closest, on the other side of $\Pi_{F}$, to the planes that pass through the switch edge) do meet (thus generating an immersed turnover in $\mathbb{O}_{T}$ with two singular points of order at least 6 and one singular point of order at least 3), then the next two planes (one at either outer edge) inclined away from the switch do not meet. This fact follows from an easy analysis of the patterns of line intersections in hyperbolic triangular tilings. See Figure 21 for the conditions on the vertex orders of an ( $a, b, c$ ) hyperbolic triangular tiling under which such intersections can occur.


Figure 21. The possibilities for the intersection of lines in a triangular tiling of $\mathbb{E}^{2}$ or $\mathbb{M}^{2}$.

In this case (although this will not be the case for subsequent applications of this figure), Figure 21 should be thought of as depicting the plane which meets $\Pi_{F}$ and the two southwest-to-northeast edges from Figure 19(a) perpendicularly, so that all the planes through these two edges appear as lines in Figure 21. In particular, in order for the next two planes inclined away from the switch in Figure 19(a) to meet, then one of the southwest-to-northeast edges must have order 2, which does not happen in this situation. Therefore, it is left to show that, for each of the remaining types of subdiagram, the two planes at the outer-most edges that are inclined closest to the single or double switch in the subdiagram do not intersect (again, "inclined closest" means closest, on the other side of $\Pi_{F}$, to the planes passing through the switch edge(s)). This will produce the sequence of planes that separates $\Pi_{1}$ and $\Pi_{2}$, and therefore complete the proof. We will show this by cases, which are indicated by their labels in the figures.
4.2.1. Figure $19(b)$ : See Figure 22, in which we have supposed without loss of generality that $F$ is the face $A B C$ of the tetrahedron $T$, as in Figure 8. This picture only differs from Figure $19(b)$ by a $180^{\circ}$ rotation. Observe that the edges incident at the vertices $A$ and $B$ have orders $l, q, p$ and $l, m, r$ (respectively).

We observe that the vertex $B$ must have at least one order 2 edge incident to it. Otherwise, if $B$ were of the type ( $x, y, z$ ) with all orders at least 3 , then it is readily seen, by using the information from Figure 21(iii) applied to vertex $B$, that $\Pi_{2}$ (the plane through $e_{2}$ that is inclined closest to the switch) cannot meet the plane at edge $B C$ that is inclined closest to the switch. We indicate how this can be determined. Recall that we may construct the view from $B$ as a triangular tiling of either the Euclidean or hyperbolic plane (in this case, a tiling by ( $x, y, z$ ) triangles) such that $\Pi_{F}$ appears as a horizontal line, and such that each edge incident to $B$ appears as a point on that line and each plane through an edge incident to $B$ appears as a line


Figure 22. The case of Figure 19(b).


Figure 23. Patterns of intersections of certain lines corresponding to sides in a triangular tiling of $\mathbb{H}^{2}$ or $\mathbb{E}^{2}$. Double arrows indicate two lines that do not intersect above the horizontal line.
(or hyperbolic line, if $B$ is superideal) passing through the corresponding point in the view from $B$. Using Figure 21(iii), we can conclude that the view from $B$, when $B$ has no incident order 2 edge, looks schematically like Figure 23(i). This figure assumes that $x, y$ and $z$ are all odd; the other cases are similar. Suppose, for example, that the right-most point $x$ in this figure represents the edge $B C$ ( $x$ also indicates the order of that edge), and that the (schematic) line through this point inclined furthest to the right represents the plane through edge $B C$ inclined closest to the switch edge $A B$. Then it is easily seen that no right-most inclined line through any subsequent point to the left along the horizontal can intersect with
this line. Consequently, the planes to which these lines correspond cannot intersect on the other side of $\Pi_{F}$ (i.e., the other side of the page in Figure 22). In particular, $\Pi_{2}$ cannot cross the plane through $B C$ inclined closest to the switch, as we wished to show. Furthermore, by our analysis in the cases of Section 4.1, the only way that $\Pi_{1}$ can meet the plane through edge $B C$ that is inclined closest to the switch is if $B$ has an incident order 2 edge. Consequently, if there is no such order 2 edge at $B$, then we have $\Pi_{1} \cap \Pi_{2}=\varnothing$.

So $B$ either has the type $(2,3, x \geq 6)$ or $(2, y \geq 4, z \geq 4)$. In the latter case, if $l=y$ or $l=z$, then we have shown in Section 4.1.3 that $\Pi_{1}$ is disjoint from every plane through edge $B C$. If $l=y$ and $m=z$ and $l$ and $m$ are both even, it is a simple exercise, using Figure 21(i), to show that no plane that is inclined closest to the switch edge $A B$ through any of the subsequent edges from $B C$ toward $e_{2}$ along $L_{F}$ can meet the plane through edge $B C$ that is inclined closest to the switch, as in the argument of the previous paragraph (the schematic of the view from $B$ in this case would be Figure 23(ii), with the edges $A B$ and $B C$ corresponding to the right-most points labeled $l$ and $m$, respectively). So $\Pi_{1} \cap \Pi_{2}=\varnothing$ in this case. If $l=y$ and $m=z$ and $m$ is odd, we can apply the same argument (but using the information from parts (i), (ii) and (iv) from Figure 21 to obtain the schematic view from $B$ as depicted in Figure 23(iii)) to conclude that $\Pi_{1} \cap \Pi_{2}=\varnothing$. The analogous cases, where $l=y$ and $m=z$ and $l$ and $m$ are of mixed parity, are similar. The case when $l=y$ or $l=z$ and $m=2$ requires more analysis. Here we use the geometry of the vertex $A$, the fact that $l \geq 4$ and the information from Figure 21 to conclude that $\Pi_{1}$ cannot intersect the plane through edge $A B$ that is inclined closest to the edge $B C$. But $\Pi_{1}$ must intersect $\Pi_{F}$ and it must intersect some of the planes through the switch edge $A B$. We refer to Figure 24, which depicts the schematic view from


Figure 24. The schematic view from the vertex $B$ in the case when $l=y \geq 4, m=2$ and $r=z \geq 4$.
$B$ in this case, with $l=y \geq 4$ and $m=2$ (the third edge incident to $B$, which would have the label $r$ in the tetrahedron $T$, is labeled by $z \geq 4$ ).

In this figure, the line segment $A D$ corresponds to the plane through the switch edge $A B$ of the tetrahedron that is inclined closest to the edge $B C$. As we have seen in previous cases, the ideal boundary of $\Pi_{1}$, in this view, is a circle that cannot contain any vertex of the triangulation in its interior disk. Since $z \geq 4$, we may conclude from the figure that the ideal boundary of $\Pi_{1}$ cannot intersect the line $A^{\prime} D$. By noting that the line $A^{\prime} D$ represents the plane inclined closest to the switch through the edge just after the edge $B C$ along $L_{F}$ toward $e_{2}$ in Figure 22, we may use the previous arguments from this paragraph to conclude that $\Pi_{1} \cap \Pi_{2}=\varnothing$ in this case.

Referring to the first sentence of the previous paragraph, in the latter case and when $l=2$ and $y=4=z$, we may show that $\Pi_{1} \cap \Pi_{2}=\varnothing$ by using the Euclidean vertex argument as in Figure 14. In the latter case and when $l=2$ and one of $y$ or $z$ is greater than 4 , it is again readily shown that the second closest plane to the switch through edge $B C$ (recall that $\Pi_{1}$ must be disjoint from this plane, by the observation of the penultimate paragraph before the start of this subsection) misses the plane inclined closest to the switch at every subsequent edge that $L_{F}$ crosses toward $e_{2}$. The argument uses the information of parts (i), (ii) and (iv) from Figure 21, and is similar to the arguments already presented in the previous two paragraphs. Thus, we have $\Pi_{1} \cap \Pi_{2}=\varnothing$ in the case that the type of vertex $B$ is ( $2, y \geq 4, z \geq 4$ ).

This leaves us with the possibility that $B$ has type $(2,3, x \geq 6)$. When $l=x$, we are in a case that is similar to the first case in Section 4.1.3; that is, we have to consider a regular $l$-gon in either the Euclidean or hyperbolic plane and a circle


Figure 25. A view from the truncated vertex of hyperbolic type $(2,3,7)$. The arrow indicates that the plane $\Pi_{2}$ is represented by a circular arc that meets the horizontal somewhere to the left of the $\operatorname{arc} C D$.
centered inside the polygon that does not contain in its interior the center of the polygon, any vertex of the polygon or any midpoint of a side. In this case, however, we observed that such a circle (representing $\Pi_{1}$ ) must be disjoint from all but two sides of the polygon. But the plane $\Pi_{2}$ will correspond in such a picture to a line or circular arc in the picture that does not meet the interior of this polygon, and so $\Pi_{1} \cap \Pi_{2}=\varnothing$ when $l=x$. See Figure 25 for an example illustration of this argument, in the case when $x=7$.

The cases when $l=2$ or $l=3$ remain. In the case when $l=3$, we refer to Figure 26. The upper half of this figure depicts the salient aspects of the view from vertex $B$, as in the previous cases we have considered. The lower half of the figure depicts part of the development of $T$ in $\mathbb{H}^{3}$. In particular, in the lower half of the


Figure 26. A view from the truncated vertex of type ( $2,3, x \geq 6$ ).
figure, the triangle with edge $e_{2}$ and the lowest set of elliptical dots are both meant to lie in $\Pi_{F}$ (which is the horizontal line $C A D^{\prime}$ in the upper half of the figure), and the plane $\Pi_{2}$ is not depicted, although $\Pi_{1}=A C^{\prime} D^{\prime}$ is. In the upper half of the figure, $\Pi_{1}$ is represented by a circle centered at some point inside the triangle $A C^{\prime} D^{\prime}$ that cannot meet any vertex of the triangulation and that can only meet the sides $A D$ and $A D^{\prime}$ of the $x$-gon centered at $C^{\prime}$ (the fact that this circle can meet no other sides of the $x$-gon centered at $C^{\prime}$ follows by an argument similar to that depicted in Figure 15 from Section 4.1.3). Since $\Pi_{2}$ must be represented by a line emanating from a vertex on the line $C A D^{\prime}$ which is further to the left than $C$ (the direction, in the upper part of the figure, to which the line representing $\Pi_{2}$ must lie is indicated by the lower left arrow), and no such lines will enter the $x$-gon centered at $C^{\prime}$, we conclude that $\Pi_{1} \cap \Pi_{2}=\varnothing$ in this case.

When $l=2$, then the only way for which we are unable to apply the preceding argument is when $m=3$. See Figure 27. This is because the angle $\angle A^{\prime} D C^{\prime}$ is less than $\pi / 2$ when $x>6$, and so it is, in principle, possible that the circle representing $\Pi_{1}$ (whose center must be contained in the triangle $A C^{\prime} D$ ) may intersect the line


Figure 27. A view from the truncated vertex of type (2, $3, x \geq 6$ ).
representing $\Pi_{2}$ if $\Pi_{1}=A C^{\prime} D$ and $\Pi_{2}=A^{\prime} D^{\prime} B D$ (we have drawn the circle as an ellipse in the view from $B$ in order to indicate this possible intersection). However, using the accompanying tetrahedral illustration and the techniques of Section 4.1.1 (applied to vertex $D$ ), it is readily seen that we must have $p=2$ and $n=3$ in order for $\Pi_{1}$ and $\Pi_{2}$ to intersect. However, because we assume that $T$ has no finite vertices and because $l=2$, we do not allow $p=2$. (Note: When $l=p=2$ and $m=n=3$ (so that the vertex $A$ is finite), there is an immersed turnover of type $(q, x, x)$ in $T$, provided that $q \geq 3$ and $x \geq 4$. See the conjectural classification at the end of this paper. In this case, $T=T[2,3, q ; 3,2, x]$, which is isometric to the tetrahedron listed in item (6).)
4.2.2. Figure $19(c)$ : See Figure 28, in which again we have supposed without loss of generality that $F$ is the face $A B C$ of the tetrahedron $T$, with the edges incident at the vertices $A$ and $B$ having orders $l, q, p$ and $l, m, r$ (respectively). We again denote by $\Pi_{1}$ and $\Pi_{2}$ the planes at the edges $e_{1}$ and $e_{2}$, respectively, that are inclined closest to the switch edge. The dotted curve in all of these figures, which we denote by $L_{F}$, represents the intersection of the planar development $\Pi_{F}$ of $F$ with the plane that (purportedly) contains the turnover determined by $\Pi_{F}, \Pi_{1}$ and $\Pi_{2}$.
Remark. The symbol * attached to a letter in this figure and in all subsequent figures is meant to indicate an ambiguity that may arise due to parity, and it is important for us to take note of it. For example, in Figure 28, if the order of the edge $A B$ is even, then the vertex $C^{*}$ is a developed copy of the vertex $C$, and the order of the edge $A C^{*}$ is also $q$, i.e., the order of edge $A C$. However, if $l$ is odd, then it would take an odd number $l$ of tetrahedra developed around the edge $A B$ to continue the development of the face $A B C$, making $C^{*}$ a developed copy of the vertex $D$ (recall that, behind the page, relative to the reader, lies the fourth vertex $D$ of the tetrahedron), and making the order of the edge $A C^{*}$ equal to $p$, i.e., the


Figure 28. The case of Figure 19(c).

(i)

(ii)

(iii)

$$
l \geq 3, m=2
$$

Figure 29. After analysis, the remaining cases of Figure 19(c).
order of the edge $A D$ (recall the notation $T[l, m, q ; n, p, r]$ defined in Figure 8). We will avoid this notation whenever it is possible, although it will be necessary at times.

By the previous case, we know that $\Pi_{1}$ meets none of the planes through edge $B C$. It is therefore necessary, if $\Pi_{1}$ and $\Pi_{2}$ are to intersect, that $\Pi_{2}$ cross every plane through edge $B C$. As in the previous case, then, we can conclude that one of the edges incident at $B$ must have order 2, for otherwise it is not possible for $\Pi_{2}$ to cross the plane through $B C$ inclined closest to the switch.

Using Figure 21 and the fact that $B$ must have an incident order 2 edge, we can reduce the cases that must be considered to those listed in Figure 29, as follows.

Referring to Figure 28, suppose first that $l=2$ and $m=3$. Recall that the dotted curve represents the line $L_{F}$. Then the next edge incident to $B$ that $L_{F}$ crosses after $B C$ in the direction away from the switch should have order $x \geq 6$. A schematic of the view from $B$ is pictured in Figure 30(i). The bold line in the figure represents any plane through a subsequent edge incident to $B$ that $L_{F}$ crosses after the edge with order $x$. Because the angle $\alpha$, which is formed by the bold line and the line $A C$, will always be at least $\pi / x$, we conclude that the two lines indicated in the figure by the endpoints of the double arrow will not intersect above the line $A C$. Consequently, because the line $A C$ represents the plane $\Pi_{F}$, we conclude that the planes represented by these lines will not intersect on the other side of $\Pi_{F}$ (recall that the other side of $\Pi_{F}$ refers to the side underneath the page in Figure 28). Therefore, we have reduced the case of showing that $\Pi_{1} \cap \Pi_{2}=\varnothing$ in Figure 28 to the case of Figure 29(ii), provided that $l=2$ and $m=3$. The case when $l=2$ and $m$ is even with $m \geq 4$ can be eliminated in an entirely similar fashion. See Figure 30(ii), which shows the pattern of intersections of lines that


Figure 30. Patterns of intersections of certain lines corresponding to sides in a triangular tiling of $\mathbb{H}^{2}$ or $\mathbb{E}^{2}$. Double arrows indicate two lines that do not intersect above the horizontal line.
would result in the view from $B$. Here, we consider the right-most point on the horizontal (the horizontal represents $\Pi_{F}$ in the view from $B$ ) with the label 2 as corresponding to the edge $A B$, and the right-most point on the horizontal with the label $m$ as corresponding to the edge $B C$. It is readily seen from the figure that no lines passing through the labeled points on the horizontal to the left of the rightmost point labeled $m$ ever intersect the line through the latter point that is inclined closest to the switch point (i.e., the right-most point labeled 2). Therefore, no plane through an edge incident to $B$ that is crossed by $L_{F}$ after the edge $B C$ can intersect the plane through $B C$ inclined closest to the switch, when $l=2$ and $m$ is even and at least 4. Therefore, no plane through an edge incident to $B$ that is crossed by $L_{F}$ after the edge $B C$ (such as $\Pi_{2}$ ) can intersect the plane $\Pi_{3}$ through $B C$ inclined closest to the switch, when $l=2$ and $m$ is even and at least 4 . Since $\Pi_{1}$ will also be disjoint from $\Pi_{3}$ (by Section 4.2.1), $\Pi_{1}$ will be separated from $\Pi_{2}$ by $\Pi_{3}$, which eliminates this case. In fact, all of the other reductions are arrived at in this way, that is, by using the information in Figure 21. The other cases that are eliminated by the methods of this paragraph are: (1) $l=2$ and $m \geq 5$ with $m$ odd, (2) $l=3$ and $m \geq 6$ and (3) $l \geq 6$ and $m=3$. The other cases that are reduced by the methods of this paragraph are: (4) $l \geq 3$ and $m=2$ (which reduces to the case of Figure 29(i)) and (5) $l=3$ and $m=2$ (which reduces to the case of Figure 29(iii)). (We note that, when $l=3$ and $m=2$, case (i) of Figure 29 may seem to rule out case (iii).

However, the plane inclined closest to the switch through the edge labeled $x$ in case (iii) intersects the plane inclined closest to the switch through the lower edge labeled 3 (this may be seen using the information of Figure 21). We therefore must show that $\Pi_{1} \cap \Pi_{2}=\varnothing$ in both the case that $e_{2}$ is the lower edge labeled $l=3$ in (i) and in the case that $e_{2}$ is the lower edge labeled $x$ in (iii).)

Now, we apply the arguments of the previous two paragraphs to the other direction along $L_{F}$ from the switch. Specifically, referring to Figure 28, we know by the previous case that $\Pi_{2}$ meets none of the planes through the edge $A C^{*}$, and so we reduce the possibilities for the number of developed faces around the vertex $A$ using the fact that $\Pi_{1}$ must intersect every plane through the edge $A C^{*}$ in order for it to be possible for $\Pi_{1}$ and $\Pi_{2}$ to have nonempty intersection. The result of this further analysis leaves us to consider only the cases of Figure 31. We note the change from " $l \geq 3$ " to " $l \geq 3$ odd" that occurs when reducing Figure 29(i) to

(i)

$$
l \geq 3 \text { odd, } m=2
$$


(iii)

$$
l=3, m=2, x \geq 6
$$


(ii)
$l=2, m=3, x, y \geq 6$

(iv)
$l=3, m=2, x, y \geq 6$

Figure 31. After further analysis, applied to the cases of Figure 29, these are the remaining cases of Figure 19(c) to consider.

Figure 31(i). This change is due to the fact that, when $l$ is even, the edge label 2 for $A D^{\prime}$ in 31(i) must equal the edge label for $A C$. However, this would contradict our assumption that none of the vertices of $T$ is finite, because $C$ would have two incident edges, $A C$ and $B C$, labeled 2.

So we are left to analyze the cases of Figure 31. We begin with case (iv). See Figure 32. The multiple parts of this figure are explained in the caption. Referring to the left side of the lower half of the figure, $\Pi_{1}$ is the plane through edge $A C^{\prime \prime}$ inclined closest to the switch edge $A B$ and $\Pi_{2}$ is the plane through edge $B D^{\prime \prime}$


$$
l=3, m=2, x, y \geq 6
$$

Figure 32. The case of Figure 31(iv). The upper half of the figure represents the view from the vertex $A$ when $y=7$. The lower half consists of a perspective image of the three copies of the tetrahedron $A B C D$ on the right, and several triangles in the development of the face $A B C$ on the left.
inclined closest to the switch edge $A B$. We wish to show that $\Pi_{1} \cap \Pi_{2}=\varnothing$. We do so using the upper half of the figure, which shows the view from $A$ under the assumption that $y=7$ (the same argument we give here applies to any other value for $y \geq 6$ ). In the upper half of the figure, the plane $\Pi_{1}$ is represented by the line $C^{\prime \prime} D^{\prime \prime \prime}$, and the plane $A C D$ — which is depicted in the right side of the lower half of the figure, and which is the plane through $A C$ inclined closest to the switch edge $A B$ in the left side of the lower half of the figure - is represented by the line $C D$. Recalling that $\Pi_{F}$ is the plane containing the face $A B C$ (and, therefore, the plane in which the left side of the lower half of the figure is drawn, as well as the horizontal line in the upper half of the figure), we observe that there are two planes, other than $\Pi_{F}$, that pass through $A B$. These planes are represented in the upper half of the figure by the lines $B C^{\prime}$ and $B D$. Using the upper half of the figure, we observe that any point of $\Pi_{1}$ that is on the same side of $A C D$ as the vertex $B$ is also on the same side of the plane $A B C^{\prime}$ (which is represented by the line $B C^{\prime}$ ) as the point $D^{\prime}$. We now use the previous case (Section 4.2.1) to observe that $\Pi_{2} \cap A C D=\varnothing$ : namely, $\Pi_{2}$ and $A C D$ are the planes through $B D^{\prime \prime}$ and $A C$, respectively, inclined closest to the new switch edge $B C$ for the three triangles $A B C, A^{\prime} B C$ and $A^{\prime} B D^{\prime \prime}$ from the lower left half of Figure 32, to which Section 4.2.1 applies (to see this more clearly, turn these three triangles together so that the edge $B C$ is vertical, and compare with Figure 22). In exactly the same way (i.e., using Section 4.2.1), we see that $\Pi_{2} \cap A C^{\prime} D^{\prime}=\varnothing$, this time using $A B$ as the switch edge. But now, since $\Pi_{2}$ is on the same side of $A C D$ as the vertex $B$ and on the same side of $A C^{\prime} D^{\prime}$ as the vertex $B$, we can use the upper half of Figure 32 to see that there is no part of $\Pi_{1}$ which is both on the $B$ side of $A C^{\prime} D^{\prime}$ and on the $B$ side of $A C D$. Therefore, $\Pi_{1} \cap \Pi_{2}=\varnothing$.

The argument of the previous paragraph can be used in case (iii) of Figure 31. See Figure 33. In the lower left half of this figure, $\Pi_{1}$ is the plane through the edge $A B^{\prime}$ inclined closest to the switch edge $A B$. In the lower right half, $\Pi_{1}$ is the plane $A C^{\prime} B^{\prime} A^{\prime \prime}$. In the upper half of the figure, which represents the view from $A$ when $y=7$ (the case when $y \geq 6$ is similar), $\Pi_{1}$ is represented as the line $B^{\prime} C^{\prime}$. Proceeding as in the previous paragraph, we have $\Pi_{2} \cap A C D=\Pi_{2} \cap A C^{\prime} D^{\prime}=\varnothing$ (by Section 4.2.1). Furthermore, $\Pi_{2}$ is on the $B$ side of both $A C D$ and $A C^{\prime} D^{\prime}$. But now, referring to the upper half of Figure 33, we see that there is no part of $\Pi_{1}$ that is on the $B$ side of both $A C D$ and $A C^{\prime} D^{\prime}$. So $\Pi_{1} \cap \Pi_{2}=\varnothing$.

We now address case (ii) of Figure 31. See Figure 34. In the upper part of this figure, $\Pi_{1}$ and $\Pi_{2}$ are the planes through the edges $A D^{\prime}$ and $B D^{\prime \prime}$, respectively, that are inclined closest to the switch edge $A B$. In the lower part of the figure, which depicts the development of multiple copies of the tetrahedron, $\Pi_{1}$ is the plane $A D B^{\prime} D^{\prime}$ and $\Pi_{2}$ is the plane $B D A^{\prime} D^{\prime \prime}$. Because these two planes are both incident to the nonfinite vertex $D$, they intersect if and only if their intersections



$$
l=3, m=2, x, y \geq 6
$$

Figure 33. The case of Figure 31(iii). The upper half of the figure represents the view from vertex $A$ when $y=7$. The right side of the lower half of the figure depicts the development of several copies of the tetrahedron, and the left side of the lower half depicts the development of the face $A B C$.


$$
l=2, m=3, x, y \geq 6
$$

Figure 34. The case of Figure 31(ii).


Figure 35. The schematic view from the vertex $D$ for Figure 34. The letters $x, y$ and $n$ represent the integral submultiples of $\pi$ of the dihedral angles of the tetrahedra incident at $D$.
with the link of $D$ intersect. See Figure 35, which schematically depicts the view of this link from the vertex $D$.

In the figure, $\Pi_{1}$ is represented by the bold line $A B^{\prime}$ and $\Pi_{2}$ by the bold line $A^{\prime} B$. We have labeled the interior angles of the triangles in this view by their submultiples of $\pi$. Because vertex $C$ has two edges of order 3 incident to it, we must have that $n \geq 3$. But since $x$ and $y$ must both be at least 6 , we can use Figure 21(iii) (with base the segment $A B$ ) to conclude that the bold lines cannot intersect on either side of the line $A B$. So $\Pi_{1} \cap \Pi_{2}=\varnothing$ in the case of Figure 31(ii).

This leaves case (i) of Figure 31. We begin by assuming that $l \geq 5$ (recall that $l$ must be odd). See Figure 36, which depicts the view from the vertex $A$ with the projection centered at the vertex $B$, and Figure 37. For the purposes of illustration, we take the type of $A$ to be $(2,4,5)$, although the argument only depends on the


Figure 36. The case of Figure 31(i): view from the vertex $A$, in the case when $A$ has type $(2,4,5)$.


Figure 37. The case of Figure 31(i) (continued).
presence of the order 2 edge incident to $A$ and the fact that the order of the edge $A B$ is at least 5 . The plane $\Pi_{1}$ is represented by the circular arc $B^{\prime} C^{\prime \prime}$. We note that the plane $B C^{\prime} D$ in the lower right part of the figure is represented in the upper half of the figure by a circle, centered on the line segment $B C^{\prime}$ because the planes $B C^{\prime} D$ and $A B C^{\prime}$ are perpendicular, and whose interior disk does not contain any of the points $B, D, C^{\prime}$ or $D^{\prime}$. As we have observed previously (see the argument depicted in Figure 15 from Section 4.1.3), the circle representing $B C^{\prime} D$ can intersect at most two sides of the $l$-gon centered at $B$, and in this case those sides will always be $D^{\prime} C^{\prime}$ and $D C^{\prime}$. It is clear that this circle is disjoint from the arc $B^{\prime} C^{\prime \prime}$ representing $\Pi_{1}$, and hence that $\Pi_{1} \cap B C^{\prime} D=\varnothing$. Now referring to the lower right part of the figure, we observe that $\Pi_{2}=A^{\prime} B D$ (as planes) and that the part of $\Pi_{2}$ that is on the same side of $B C D$ as $A$ is also on the opposite side of $B C^{\prime} D$ as $A$. Since $\Pi_{1}$ is disjoint both from $B C^{\prime} D$ and $B C D$ (the latter by the previous case of Section 4.2.1), and because $\Pi_{1}$ lies on the same side of these planes as $A$, we can conclude that $\Pi_{1} \cap \Pi_{2}=\varnothing$ in this case when $l \geq 5$.

So we now assume that $l=3$ in this case. We are not able to use the argument of the previous paragraph because some of the intersections ruled out in the previous paragraph can occur in this case. We refer to Figure 38. The possible values for $q$, $n$ and $r$ in the figure are based on the fact that the tetrahedron has no finite vertices. In this figure, $\Pi_{1}=A C^{\prime} A^{\prime \prime} B^{\prime}$ and $\Pi_{2}=A^{\prime} B^{\prime \prime} D B$ (as planes). We determine that these planes are disjoint by applying the techniques of Sections 4.1.1 and 4.1.2. In particular, if $n \geq 4$, then we use the geometry of the link of vertex $C^{\prime}$ to conclude that $\Pi_{1}$ is disjoint from the plane $B D C^{\prime} D^{\prime}$ (it lies to the same side of $B D C^{\prime} D^{\prime}$ as the vertex $A$ ) and the geometry of the link of vertex $D$ to conclude that $\Pi_{2}$ is disjoint from the plane $A C D C^{\prime}$ (it lies to the same side of $A C D C^{\prime}$ as vertex $B$ ). Now by considering the plane $A B D$ and the geometry of the vertex $B$, we have that the part of $\Pi_{2}$ that is on the $C^{\prime}$ side of $A B D$ is always on the opposite side of $B D C^{\prime} D^{\prime}$ to


$$
l=3, m=2, q, r \geq 6, n \geq 3
$$

Figure 38. The case of Figure 31(i) when $l=3$.
$\Pi_{1}$. Similarly, we have that the part of $\Pi_{1}$ on the $D$ side of $A B C^{\prime}$ is always on the opposite side of $A C D C^{\prime}$ to $\Pi_{2}$. We conclude that $\Pi_{1} \cap \Pi_{2}=\varnothing$. When $n=3$, the argument is similar, except that $A C D C^{\prime}=A C B^{\prime \prime} D C^{\prime}$ and $B D C^{\prime} D^{\prime}=B D C^{\prime} A^{\prime \prime} D^{\prime}$ (as planes), and $\Pi_{1}$ and $\Pi_{2}$ will form interior angles on the $B$ side of $A C B^{\prime \prime} D C^{\prime}$ of $3 \pi / q \leq \pi / 2$ and $\pi / r \leq \pi / 6$, respectively (so that $\Pi_{1}$ and $\Pi_{2}$ cannot intersect on the side of this plane opposite to $B$ ), and interior angles on the $A$ side of $B D C^{\prime} A^{\prime \prime} D^{\prime}$ of $\pi / q \leq \pi / 6$ and $3 \pi / r \leq \pi / 2$, respectively (so that $\Pi_{1}$ and $\Pi_{2}$ cannot intersection on the side of this plane opposite to $A$ ). Again, we conclude that $\Pi_{1} \cap \Pi_{2}=\varnothing$. This completes case (i) of Figure 31, and concludes this subsection.
4.2.3. Figure 20(a): See Figure 39, and recall the significance of the symbol * from the remark on page 224. We must first address the case when $e_{2}=A^{*} C$. There are two possibilities that we must consider in determining whether or not $\Pi_{1}$ and $\Pi_{2}$ can intersect: either (1) $\Pi_{1}$ meets the plane through $B C$ that is closest in inclination to the switch edge $A B$ (it cannot meet more planes through $B C$, by our previous observations) and $\Pi_{2}$ meets at least the second closest plane through


Figure 39. One case of Figure 20(a).
$B C$ to the switch edge $A B$, or (2) $\Pi_{1}$ meets no planes passing through $B C$ and $\Pi_{2}$ meets all of the planes passing through $B C$. We handle these two cases below:
(1) In order for $\Pi_{1}$ to meet a plane passing through $B C$, our tetrahedron must take one of the forms of items (1)-(3) in the summary at the conclusion of the paper. This follows from the extensive analysis of Section 4.1 (in fact, the pairwise intersections of $\Pi_{1}, \Pi_{F}$ and the plane through $B C$ inclined closest to the switch edge $A B$ determine an immersed turnover in this case). We consider the case when $l=3$, corresponding to item (3) in the summary. If $l=3$, then $q=2, m \geq 6$ and $n$ (the order of the third edge associated to vertex $C$ ) is at least 3 . It is then an easy analysis, using Figure 21 applied to the vertex $C$, to see that there is no choice of $n$ and $m$ for which $\Pi_{2}$ can intersect either of the two closest planes through $B C$ toward the edge $A B$. So $\Pi_{1} \cap \Pi_{2}=\varnothing$. Exactly the same analysis holds if our tetrahedron takes the form of item (1) of the summary at the conclusion of the paper (in this case we have $l=2, m \geq 6, n=2$ and $q \geq 3$, and so the order of edge $A^{*} C$ is either 2 or $q$, and there is no choice for $m$ and $q$ such that $\Pi_{2}$ meets either of the two planes through $B C$ inclined closest to the switch). If our tetrahedron has the form of item (2) from the summary, then $l=2, m \geq 3$ and $q \geq 6$. If $m$ is odd and at least 5, then the order of edge $A^{*} C$ is 2 and we can use Figure 21 applied to vertex $C$ to conclude that $\Pi_{2}$ does not meet the two planes through $B C$ inclined closest to the switch. If $m$ is even and at least 6 , then the order of $A^{*} C$ is $q \geq 6$, and the conclusion of the previous sentence also holds. If $m=4$, then we refer to Figure 40. Only the relevant edges are labeled in this figure, in which $\Pi_{1}=A C^{*} D$ and $\Pi_{2}=A^{*} D^{\prime} A^{\prime} C$. Because $q \geq 6$, we have that $\Pi_{1}$ and $\Pi_{2}$ form interior angles on the side of $A C A^{\prime} D$ opposite to vertex $B$ of $\pi / 3$ and $(q-2) \pi / q \geq 2 \pi / 3$, respectively (these are interior angles with respect to the edge $C D$ ). Therefore, $\Pi_{1}$ and $\Pi_{2}$ do not intersect on the side of this plane opposite to $B$. But, as we have observed, $\Pi_{1} \cap A^{\prime} B C=\varnothing$. Since the part of $\Pi_{2}$ that is on the $B$ side of $A C A^{\prime} D$ is always on the opposite side


Figure 40. The case of Figure 39, when $l=2, m=4$ and $e_{2}=A^{*} C$.
of $A^{\prime} B C$ to $\Pi_{1}$, we have $\Pi_{1} \cap \Pi_{2}=\varnothing$. The case when $m=3$ is exactly the same. These are all the possibilities for when the tetrahedron has one of the types (1)-(3) in the summary. So $\Pi_{1} \cap \Pi_{2}=\varnothing$ for this case.
(2) If the order of edge $B C$ is greater than 4 , then it is not possible to choose integers for the type of vertex $C$ so that $\Pi_{2}$ crosses all the planes through $B C$. This follows by using the information of Figure 21 applied to the vertex $C$, as in the arguments that accompany Figure 23 in Section 4.2.1. The same statement is true (with the same argument) if the order of $B C$ is 3 and the vertex $C$ has no incident order 2 edge. So the order of edge $B C$ is either 3 and $C$ has the type $(2,3, x \geq 6)$ or the order of edge $B C$ is 2 . Suppose that the edge $B C$ has order 3. Then we can use the same argument as the one given at the end of the previous paragraph. Namely, it is readily shown that $\Pi_{1}$ and $\Pi_{2}$ meet the plane containing the face $A C D$ at interior angles that sum to at least $\pi$ on the opposite side of $A C D$ of the vertex $B$, and since they do not meet on the $B$ side of this plane, they must be disjoint. The same argument also works when the order of $B C$ is 2 . So $\Pi_{1} \cap \Pi_{2}=\varnothing$ in this case.

So we assume $e_{2} \neq A^{*} C$. We observe that removing the sides $A C^{*}$ and $B C^{*}$ from the Figure 39 leaves a picture that is equivalent to the previous case of Section 4.2.1. We therefore know that $\Pi_{2}$ misses every plane through the switch edge $A B$. It follows, using Figure 21 applied to the vertex $A$, that $l$ must be either 2 or 3 , in order for $\Pi_{1}$ to cross every plane through this switch edge. Moreover, we must have, as in previous cases, that the type of vertices $A$ and $C$ must include an order 2 point. Suppose $l=2$. This implies that neither $m$ nor $q$ is 2. If, in addition, neither $m$ nor $q$ is 3 , then it is straightforward using the information in Figure 21 (applied to vertex $C$ ) to show that $\Pi_{2}$ cannot meet the plane through


Figure 41. The case of Figure 39, when $l=3, q=2$ and $p \geq 6$.
$A^{*} C$ inclined closest to $\Pi_{1}$, and so prove that $\Pi_{1} \cap \Pi_{2}=\varnothing$ in this case. So either $m=3$ and $q \geq 6$ or $q=3$ and $m \geq 6$, and in both cases $n=2$. In either case, it is a straightforward application of the techniques already employed - specifically, the techniques involving developing tetrahedra from Sections 4.1.1 and 4.1.2- to show that $\Pi_{1}$ and $\Pi_{2}$ do not intersect.

Now suppose $l=3$. This implies that the order of edge $e_{1}$ is $p$. Because $\Pi_{1}$ must cross every plane through the switch edge $A B$, it is easily shown using Figure 21 (applied to vertex $A$ ) that the order $p$ of edge $e_{1}$ is at least 6 and $q=2$. Figure 41 shows three copies of $T$, with $C^{*}$ relabeled as $D^{\prime}$. Because $q=2$, we must have $n \geq 3$ and $m \geq 3$. Since $n \neq 2$, analysis using the vertex $D$ shows that $\Pi_{1}$, which is the plane $A D C^{\prime} D^{\prime}$, intersects the plane $B C D$ if and only if $r=2$. We analyze two cases:

Case $r \neq 2$ : In this case, $\Pi_{1}$ does not intersect $B C D$, and so it is necessary for $\Pi_{2}$ to intersect $B C D$ if $\Pi_{1}$ and $\Pi_{2}$ are to intersect. If $m \geq 4$ and even, then the edges emanating from the vertex $C$ in Figure $39-C A, C B, C A^{*}, \ldots, e_{2}$ - have labels that alternate $2, m, 2, \ldots$. However, by using Figure 30 (ii) applied to the vertex $C$, it is easily seen that no plane through any of the edges $C A^{*}, \ldots, e_{2}$ that is inclined closest to the switch edge $A B$ will intersect the plane $B C D$. Since $\Pi_{1}$ does not intersect $B C D$, the latter plane separates $\Pi_{1}$ from $\Pi_{2}$. So we are left to consider when $m \geq 3$ and odd. When $m \geq 5$ and odd, an application of the information from Figure 21 to the vertex $C$ shows that no plane that is inclined closest to the switch edge $A B$ through any of the edges from $C A^{*}$ to $e_{2}$ can intersect with the plane $B C D$. So again, $\Pi_{1} \cap \Pi_{2}=\varnothing$. Finally, when $m=3$, it is necessary for $n$ (the label of the third edge of $T$ that meets the vertex $C$, and the label of the edge
$C A^{*}$ ) to be at least 6 . So the type of the vertex $C$ is ( $2,3, n \geq 6$ ), and no plane through any edge after $C A^{*}$ and up to and including $e_{2}$ that is inclined closest to the switch edge $A B$ will intersect the closest such inclined plane through the edge $C A^{*}$ (as in Figure 30(i)). Since, by the observation of the first paragraph of this section, the closest inclined plane to the switch edge $A B$ through $C A^{*}$ is disjoint from $\Pi_{1}$, we again have $\Pi_{1} \cap \Pi_{2}=\varnothing$. This completes the analysis of the case when $r \neq 2$.

Case $r=2$ : In this case, $\Pi_{1}$ does intersect the plane BCD. Because $r=2$ and $l=3$, it is necessary that $m \geq 6$. We have previously observed that $\Pi_{1}$ cannot intersect with the second-closest inclined plane to the switch edge $A B$ through $B C$ (because the planes $\Pi_{1}, A B C$ and $B C D$ form pairwise angles of intersection $\pi / p, \pi / m$ and $\pi / n$, with $p \geq 6, m \geq 6$ and $n \geq 3$ ). However, vertex $C$ has type ( $2, m \geq 6, n \geq 3$ ), and it is easily seen using the information of Figure 21 applied to $C$ that no plane that is inclined closest to the switch edge $A B$ through any of the edges from $C A^{*}$ to $e_{2}$ can intersect the second-closest inclined plane to $A B$ through $C B$, provided that $m \geq 7$. So this second-closest inclined plane through $C B$ separates $\Pi_{1}$ from $\Pi_{2}$, when $m \geq 7$. This leaves the case when $m=6$. But this case is handled by an argument similar to the accompanying argument for Figure 26 in Section 4.2.1. This completes the case when $r=2$, and concludes this subsection.
4.2.4. Figure 20(b): See Figure 42. By the result of Section 4.2.1, it is not possible for $e_{2}$ to equal $C A^{*}$. Because of this, it is not possible, also by the Section 4.2.1, for $\Pi_{2}$ to meet any of the planes through the edge $A B$. Nor is it possible, by Section 4.2.1, for $\Pi_{1}$ to meet any of the planes through the edge $B C$. Consequently, the intersection of $\Pi_{1}$ and $\Pi_{2}$ can only occur if $\Pi_{1}$ crosses every plane through $A B$ and $\Pi_{2}$ crosses every plane through $B C$. The subsequent possibilities and arguments to rule them out are all straightforward to carry out, using the techniques we have employed to this point. This completes the proof of Theorem 1.2.


Figure 42. One case of Figure 20(b).

## Summary

We provide a summary of the classification of immersed turnovers in the orbifold $0_{T}$ associated to the generalized tetrahedron $T[l, m, q ; n, p, r]$. These are listed in the order in which they appear in the proof, but isometric cases are indicated (the 24 isometric cases are determined by applying an element of the symmetric group $S_{4}$ : any element of the symmetric group $S_{3}$ may be applied to both the first and second triples of $T[l, m, q ; n, p, r]$, and any pair from one triple may be swapped with the corresponding pair of the other triple). We also include a conjectural list of all the immersed turnovers in hyperbolic tetrahedral orbifolds. All of these can be confirmed using the techniques of this paper, and while the author believes this list to be exhaustive, the necessary computations to determine the complete classification are somewhat extensive.
(1) $T[2, m, q ; 2, p, 3] . O_{T}$ contains an immersed $(q, m, p)$ turnover, where $q \geq$ $3, m \geq 6$ and $p \geq 6$.
(2) $T[2, m, q ; 2,3, r]$ (isometric to item (1)). $0_{T}$ contains an immersed $(q, m, r)$ turnover, where $q \geq 6, m \geq 3$ and $r \geq 6$.
(3) $T[3, m, 2 ; n, p, 2]$ (isometric to item (1)). $O_{T}$ contains an immersed ( $m, n, p$ ) turnover, where $m \geq 6, n \geq 3$ and $p \geq 6$.

Conjectural list of all immersed turnovers in hyperbolic tetrahedral orbifolds:
(4) $T[2, m, q ; 2, p, 3] .0_{T}$ contains an immersed $(q, m, p)$ turnover for any of the following values:
(a) $q=2, m=4$ and $p \geq 5$. In this case, $O_{T}$ also contains
(i) a $(2, p, p)$ turnover,
(ii) a $(4,4,5)$ turnover if $p=5$, and
(iii) a $(p / 2, p, p)$ turnover if $p$ is even.
(b) $q=2, p=4$ and $m \geq 5$ (isometric to item (4), with the same set of additional nonmaximal turnovers).
(c) $q=2, m \geq 5$ and $p \geq 5$. In this case, $O_{T}$ also contains
(i) a ( $m, m, p / 2$ ) turnover if $p$ is even, or
(ii) a $(m / 2, p, p)$ turnover if $m$ is even.
(d) $q, m$ and $p$ are all greater than 2 , and at least one is greater than 3 . In this case, if two of the values are 3 , then $\mathcal{O}_{T}$ also contains a $(x, x, x)$ turnover, where $x$ is the integer that is greater than 3 .
(5) $T[3,2,2 ; 2, p, 3] . O_{T}$ contains an immersed ( $2, p, p$ ) turnover, where $p \geq 5$.
(6) $T[3, m, 2 ; 2, p, 3] . O_{T}$ contains an immersed ( $m, p, p$ ) turnover, where $m \geq 3$ and $p \geq 4$.
(7) $T[3, m, 3 ; 2,3,2] . O_{T}$ contains an immersed (3, $m, m$ ) turnover, where $m \geq 4$.
(8) $T[4,3, q ; 2,2,2] . O_{T}$ contains an immersed $(q, q, 3)$ turnover, where $q \geq 4$.
(9) $T[2,2,4 ; n, 3, r] . O_{T}$ contains an immersed turnover of type (2, 4, $r \geq 5$ ) (as well as the additional nonmaximal turnovers listed in item (4)) if $n=2$, an immersed turnover of type $(4,4, r \geq 3)$ if $n=3$, and immersed turnovers of types $(3,3,5),(3,5,5)$ and $(5,5,5)$ if $n=2$ and $r=5$.
(10) $T[2,3, q ; 2,3, r]$. $O_{T}$ contains an immersed $(q, r, r)$ turnover, where $q \geq 3$ and $r=4$ or $r=5$.
(11) $T[2,2, q ; 3,5,2] . O_{T}$ contains an immersed $(q, q, 5)$ turnover, where $q \geq 3$.
(12) $T[2,2,5 ; 2,3,5] . O_{T}$ contains an immersed $(3,5,5)$ turnover.
(13) $T[2,2,3 ; 3, p, 2] . \mathbb{O}_{T}$ contains immersed turnovers of type (3, $p, p$ ) and $(p, p, p)$, where $p=5$ or $p=6$ (also, $(2, p, p)$ by item (5) and $(3,3,5)$, when $p=5$, by item (11)).
(14) $T[2,2,3 ; 2, p, 3] .0_{T}$ contains immersed turnovers of type $(2, p, p),(3,3, p)$ and $(p, p, p)$ if $p=5$, and an immersed turnover of type $(3, p, p)$ if $p=6$.
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# HURWITZ SPACES OF COVERINGS WITH TWO SPECIAL FIBERS AND MONODROMY GROUP A WEYL GROUP OF TYPE $\boldsymbol{B}_{\boldsymbol{d}}$ 

Francesca Vetro

Let $d \geq 3, n_{1}>0$ and $n_{2}>0$ be integers. Let $\underline{e}=\left(e_{1}, \ldots, e_{r}\right)$ and $\underline{q}=$ $\left(q_{1}, \ldots, q_{s}\right)$ be two partitions of $d$. Let $X, X^{\prime}$ and $Y$ be smooth, connected, projective complex curves. In this paper we study coverings that decompose into a sequence

$$
X \xrightarrow{\pi} X^{\prime} \xrightarrow{f} Y,
$$

where $\pi$ is a degree-two coverings with $\boldsymbol{n}_{1}$ branch points and branch locus $D_{\pi}$ and $f$ is a degree- $d$ coverings with $n_{2}$ points of simple branching and two special points whose local monodromy is given by $\underline{e}$ and $q$, respectively. Furthermore the covering $f$ has monodromy group $S_{d}$ and $\overline{f\left(D_{\pi}\right) \cap D_{f}=\varnothing}$ where $D_{f}$ denotes the branch locus of $f$. We prove that the corresponding Hurwitz spaces are irreducible under the hypothesis $n_{2}-s-r \geq d+1$.

## Introduction

In this paper we study Hurwitz spaces that parametrize branched coverings with two special fibers whose monodromy group is a Weyl group of type $B_{d}$.

We notice that the irreducibility of Hurwitz spaces, parametrizing branched coverings of a smooth, connected, projective complex curve $Y$ with monodromy group $S_{d}$ and with at most two special fibers, has been well studied both when $Y \simeq \mathbb{P}^{1}$ and when $Y$ has positive genus. The case of simple coverings was studied in [Berstein and Edmonds 1984; Hurwitz 1891], the case of coverings with one special fiber in addition to points of simple branching was studied in [Kanev 2004; Kluitmann 1988; Natanzon 1991; Vetro 2006] and the case of two special fibers in addition to points of simple branching was studied in [Vetro 2010; Wajnryb 1996].
$S_{d}$ is the Weyl group of a root system of type $A_{d-1}$ and so it is interesting to study coverings with monodromy group a Weyl group different by $S_{d}$. Furthermore coverings of this type are interesting, for example, because they appear in the study of spectral curves and of Prym-Tyurin varieties.

[^9]Hurwitz spaces parametrizing coverings of this type were studied in [Biggers and Fried 1986; Kanev 2006; Vetro 2007; 2008a; 2008b; 2009]. Biggers and Fried proved the irreducibility of Hurwitz spaces parametrizing coverings of $\mathbb{P}^{1}$ whose monodromy group is a Weyl group of type $D_{d}$ and whose local monodromies are all reflections. Kanev extended the result to Hurwitz spaces of Galois coverings of $\mathbb{P}^{1}$ whose Galois group is an arbitrary Weyl group.

Let $X$ and $X^{\prime}$ be smooth, connected, projective complex curves. We studied Hurwitz spaces of coverings that decompose into a sequence of coverings of type $X \xrightarrow{\pi} X^{\prime} \xrightarrow{f} Y$, where $\pi$ is a degree-two covering and $f$ is a degree $d \geq 3$ covering with one special fiber and with monodromy group $S_{d}$. We analyzed in [Vetro 2007; 2008a] the case that $\pi$ is branched, and in [Vetro 2008b; 2009] the unramified case.

In this paper we continue the study of coverings of type $X \xrightarrow{\pi} X^{\prime} \xrightarrow{f} Y$, with $\pi$ a degree-two covering and $f$ a degree- $d$ covering. Let $\underline{e}=\left(e_{1}, \ldots, e_{r}\right)$ and $\underline{q}=\left(q_{1}, \ldots, q_{s}\right)$ be two partitions of $d$ and let $b_{0}$ be a point of $Y$. In particular we study equivalence classes of pairs $\left[X \xrightarrow{\pi} X^{\prime} \xrightarrow{f} Y, \phi\right]$ satisfying the following conditions:

- $\pi$ is branched in $n_{1}$ points and has branch locus $D_{\pi}, f$ is simply branched in $n_{2}$ points and has two special points with local monodromy given by $\underline{e}$ and $\underline{q}$, respectively;
- $f$ has monodromy group $S_{d}$ and $f\left(D_{\pi}\right) \cap D_{f}=\varnothing$, where $D_{f}$ denotes the branch locus of $f$;
- $f \circ \pi$ is unramified in $b_{0}$ and $\phi:(f \circ \pi)^{-1}\left(b_{0}\right) \rightarrow\{-d, \ldots,-1,1, \ldots, d\}$ is a bijection.
We study the irreducibility of the corresponding Hurwitz spaces both when $Y \simeq \mathbb{P}^{1}$ and when $Y$ has genus $>0$. We prove that, in both the cases, these spaces are irreducible under the hypothesis $n_{2}-s-r \geq d+1$. This condition is necessary in [Vetro 2010] in order to prove the irreducibility of the Hurwitz spaces $H_{d, n_{2}, e, \underline{e}}^{o}\left(Y, b_{0}\right)$ that parametrize equivalence classes of pairs $[f, \varphi]$ where $f$ is a coverings as above and $\varphi: f^{-1}\left(b_{0}\right) \rightarrow\{1, \ldots, d\}$ is a bijection. Here, we also use the results of [Vetro 2010].

Notation. Two degree- $d$ branched coverings of $Y, f_{1}: X_{1} \rightarrow Y$ and $f_{2}: X_{2} \rightarrow Y$, are equivalent if there exists a biholomorphic map $p: X_{1} \rightarrow X_{2}$ such that $f_{2} \circ p=f_{1}$. Two sequences of coverings,

$$
X_{1} \xrightarrow{\pi_{1}} X_{1}^{\prime} \xrightarrow{f_{1}} Y \quad \text { and } \quad X_{2} \xrightarrow{\pi_{2}} X_{2}^{\prime} \xrightarrow{f_{2}} Y,
$$

are equivalent if there exist two biholomorphic maps $p: X_{1} \rightarrow X_{2}$ and $p^{\prime}: X_{1}^{\prime} \rightarrow X_{2}^{\prime}$ such that $p^{\prime} \circ \pi_{1}=\pi_{2} \circ p$ and $f_{2} \circ p^{\prime}=f_{1}$. The equivalence class containing $f \circ \pi$ is denoted by $[f \circ \pi]$. The natural action of $S_{d}$ on $\{1, \ldots, d\}$ is on the right.

## 1. Preliminaries

Throughout this section, $d$ and $n$ denote positive integers.
1.1. Weyl groups of type $\boldsymbol{B}_{\boldsymbol{d}}$. (Refer to [Bourbaki 1968; Carter 1972] for details.) Let $\left\{\varepsilon_{1}, \ldots, \varepsilon_{d}\right\}$ be the standard base of $\mathbb{R}^{d}$ and let $R$ be the root system

$$
\left\{ \pm \varepsilon_{i}, \pm \varepsilon_{i} \pm \varepsilon_{j}: 1 \leq i, j \leq d\right\}
$$

Let us denote by $W\left(B_{d}\right)$ the group generated by the reflections $s_{\varepsilon_{i}}$, with $1 \leq i \leq d$, and by the reflections $s_{\varepsilon_{i}-\varepsilon_{j}}$, with $1 \leq i<j \leq d$. We call $W\left(B_{d}\right)$ a Weyl group of type $B_{d}$.

We notice that the reflection $s_{\varepsilon_{i}-\varepsilon_{j}}$ exchanges $\varepsilon_{i}$ with $\varepsilon_{j}$ and $-\varepsilon_{i}$ with $-\varepsilon_{j}$, leaving fixed each $\varepsilon_{h}$ with $h \neq i, j$. The reflection $s_{\varepsilon_{i}}$ exchanges $\varepsilon_{i}$ with $-\varepsilon_{i}$ and fixes all the $\varepsilon_{h}$ with $h \neq i$. Thus if we identify $\left\{ \pm \varepsilon_{i}: 1 \leq i \leq d\right\}$ with $\{ \pm 1, \ldots, \pm d\}$ by the map $\pm \varepsilon_{i} \rightarrow \pm i$, we can easily define an injective homomorphism from $W\left(B_{d}\right)$ into $S_{2 d}$ such that
$s_{\varepsilon_{i}-\varepsilon_{j}} \rightarrow(i j)(-i-j), \quad s_{\varepsilon_{i}} \rightarrow(i-i), \quad s_{\varepsilon_{i}+\varepsilon_{j}}=s_{\varepsilon_{i}} s_{\varepsilon_{j}} s_{\varepsilon_{i}-\varepsilon_{j}} \rightarrow(i-j)(-i j)$.
Let $\mathbb{Z}_{2}^{d}$ be the set of the functions from $\{1, \ldots, d\}$ into $\mathbb{Z}_{2}$ equipped with the sum operation. We will use $\overline{1}_{j}$ to denote the function in $\mathbb{Z}_{2}^{d}$ defined by

$$
\overline{1}_{j}(j)=\overline{1} \quad \text { and } \quad \overline{1}_{j}(h)=\overline{0} \quad \text { for each } h \neq j
$$

and we will write $z_{i j}$ to denote the function in $\mathbb{Z}_{2}^{d}$ defined by

$$
z_{i j}(i)=z_{i j}(j)=z \quad \text { and } \quad z_{i j}(h)=\overline{0} \quad \text { for each } h \neq i, j \text { and } z \in \mathbb{Z}_{2}
$$

Let $\Psi$ be the homomorphism from $S_{d}$ into $\operatorname{Aut}\left(\mathbb{Z}_{2}^{d}\right)$ that assigns to $t \in S_{d}$ the element $\Psi(t) \in \operatorname{Aut}\left(\mathbb{Z}_{2}^{d}\right)$, where $[\Psi(t) a](j):=a\left(j^{t}\right)$ for each $a \in \mathbb{Z}_{2}^{d}$.

Let $\mathbb{Z}_{2}^{d} \times{ }^{s} S_{d}$ be the semidirect product of $\mathbb{Z}_{2}^{d}$ and $S_{d}$ through the homomorphism $\Psi$. Given $\left(a^{\prime} ; t_{1}\right),\left(a^{\prime \prime} ; t_{2}\right) \in \mathbb{Z}_{2}^{d} \times^{s} S_{d}$, we put

$$
\left(a^{\prime} ; t_{1}\right) \cdot\left(a^{\prime \prime} ; t_{2}\right):=\left(a^{\prime}+\Psi\left(t_{1}\right) a^{\prime \prime} ; t_{1} t_{2}\right)
$$

It is easy to check that the homomorphism from $W\left(B_{d}\right) \rightarrow \mathbb{Z}_{2}^{d} \times{ }^{s} S_{d}$ defined by

$$
s_{\varepsilon_{i}-\varepsilon_{j}} \rightarrow(0 ;(i j)), \quad s_{\varepsilon_{i}} \rightarrow\left(\overline{1}_{i} ; \text { id }\right), \quad s_{\varepsilon_{i}+\varepsilon_{j}} \rightarrow\left(\overline{1}_{i j} ;(i j j)\right)
$$

is an isomorphism. We will identify $W\left(B_{d}\right)$ with $\mathbb{Z}_{2}^{d} \times^{s} S_{d}$ via this isomorphism.
Definition 1. Let $k$ be a positive integer. Let $(c ; \xi)$ be an element of $W\left(B_{d}\right)$ such that $\xi$ is a $k$-cycle of $S_{d}$ and $c$ is a function that sends to $\overline{0}$ all the indexes fixed by $\xi$. We call an such element a positive $k$-cycle if $c$ is either zero or a function which sends to $\overline{1}$ an even number of indexes. We call it negative $k$-cycle if it is not positive.

We notice that two cycles $(c ; \xi)$ and $\left(c^{\prime} ; \xi^{\prime}\right)$ in $W\left(B_{d}\right)$ are disjoint if $\xi$ and $\xi^{\prime}$ are disjoint. Furthermore, all the elements in $W\left(B_{d}\right)$ can be expressed as a product of disjoint positive and negative cycles. The lengths of such disjoint cycles together with their signs determine the signed cycle type of the elements of $W\left(B_{d}\right)$. Two elements of $W\left(B_{d}\right)$ are conjugate if and only if they have the same signed cycle type [Carter 1972].

Braid group actions on Hurwitz systems. (Refer to [Birman 1969; Fadell and Neuwirth 1962; Graber et al. 2002; Hurwitz 1891; Kanev 2004; Scott 1970].) Let $Y$ be a smooth, connected, projective complex curve of genus $g$ and let $b_{0} \in Y$. Let $\left(Y-b_{0}\right)^{(n)}$ be the $n$-fold symmetric product of $\left(Y-b_{0}\right)$ and let $\Delta$ be the codimension 1 locus of $\left(Y-b_{0}\right)^{(n)}$ consisting of non simple divisors. The generators of the braid group $\pi_{1}\left(\left(Y-b_{0}\right)^{(n)}-\Delta, D\right)$ were studied in [Birman 1969; Fadell and Neuwirth 1962; Scott 1970]. They are the elementary braids $\sigma_{i}$, with $1 \leq i \leq n-1$, and the braids $\rho_{j k}, \tau_{j k}$, with $1 \leq j \leq n$ and $1 \leq k \leq g$.

Definition 2. Let $G$ be a subgroup of $S_{h}$. An ordered sequence of elements of $G$

$$
(\underline{t} ; \underline{\lambda}, \underline{\mu}):=\left(t_{1}, \ldots, t_{n} ; \lambda_{1}, \mu_{1}, \ldots, \lambda_{g}, \mu_{g}\right)
$$

such that $t_{i} \neq$ id for each $i$ and $t_{1} \cdots t_{n}=\left[\lambda_{1}, \mu_{1}\right] \cdots\left[\lambda_{g}, \mu_{g}\right]$ is called a Hurwitz system with values in $G$. The subgroup of $G$ generated by $t_{1}, \ldots, t_{n}, \lambda_{1}, \mu_{1}, \ldots$, $\lambda_{g}, \mu_{g}$ is called the monodromy group of the Hurwitz system.

Remark 3. An ordered sequence $\underline{t}:=\left(t_{1}, \ldots, t_{n}\right)$ of elements of $G$, with $t_{i} \neq \mathrm{id}$ for each $i$, is a Hurwitz system if $t_{1} \cdots t_{n}=\mathrm{id}$.

To each generator of $\pi_{1}\left(\left(Y-b_{0}\right)^{(n)}-\Delta, D\right)$ one associates a pair of braid moves. We denote by $\sigma_{i}^{\prime}$ and $\sigma_{i}^{\prime \prime}=\left(\sigma_{i}^{\prime}\right)^{-1}$ the moves associated with $\sigma_{i}$, and we call them elementary moves. Similarly, $\rho_{j k}^{\prime}$ and $\rho_{j k}^{\prime \prime}=\left(\rho_{j k}^{\prime}\right)^{-1}$ denote the moves associated to $\rho_{j k}$, and likewise for $\tau_{j k}$.

The moves $\sigma_{i}^{\prime}$ and $\sigma_{i}^{\prime \prime}$ fix all the $\lambda_{k}$, all the $\mu_{k}$ and all the $t_{h}$ with $h \neq i, i+1$. The elementary move $\sigma_{i}^{\prime}$ transforms ( $t_{i}, t_{i+1}$ ) into $\left(t_{i} t_{i+1} t_{i}^{-1}, t_{i}\right)$, while the move $\sigma_{i}^{\prime \prime}$ transforms $\left(t_{i}, t_{i+1}\right)$ into $\left(t_{i+1}, t_{i+1}^{-1} t_{i} t_{i+1}\right)$; see [Hurwitz 1891].

The braid moves $\rho_{j k}^{\prime}$ and $\rho_{j k}^{\prime \prime}$ fix all the $\lambda_{l}$, all the $t_{h}$ with $h \neq j$ and all the $\mu_{l}$ with $l \neq k$. They modify $t_{j}$ and $\mu_{k}$. Analogously the braid moves $\tau_{j k}^{\prime}$ and $\tau_{j k}^{\prime \prime}$ modify $t_{j}$ and $\lambda_{k}$, leaving unchanged $\mu_{l}$ for all $l, \lambda_{l}$ with $l \neq k$ and $t_{h}$ with $h \neq j$.

The braid moves $\rho_{j k}^{\prime}, \rho_{j k}^{\prime \prime}, \tau_{j k}^{\prime}$ and $\tau_{j k}^{\prime \prime}$ transform $t_{j}$ to an element belonging to the same conjugate class (see Theorem 1.8, [Kanev 2004]).

By [Kanev 2004, Corollary 1.9], when $\lambda_{1}=\cdots=\lambda_{k}=\mu_{1}=\cdots=\mu_{k-1}=\mathrm{id}$, the braid move $\rho_{1 k}^{\prime}$ transforms $\mu_{k}$ into $t_{1}^{-1} \mu_{k}$.

Analogously when $\lambda_{1}=\cdots=\lambda_{k-1}=\mu_{1}=\cdots=\mu_{k-1}=\mathrm{id}$, the braid move $\tau_{1 k}^{\prime \prime}$ transforms $\lambda_{k}$ into $t_{1}^{-1} \lambda_{k}$.

Definition 4. Two Hurwitz systems with values in $G$ are braid-equivalent if one is obtained from the other by a finite sequence of braid moves $\sigma_{i}^{\prime}, \rho_{j k}^{\prime}, \tau_{j k}^{\prime}, \sigma_{i}^{\prime \prime}$, $\rho_{j k}^{\prime \prime}, \tau_{j k}^{\prime \prime}$, where $1 \leq i \leq n-1,1 \leq j \leq n$ and $1 \leq k \leq g$. Two ordered sequences of elements of $G,\left(t_{1}, \ldots, t_{l}\right)$ and $\left(t_{1}^{\prime}, \ldots, t_{l}^{\prime}\right)$, are braid-equivalent if $\left(t_{1}^{\prime}, \ldots, t_{l}^{\prime}\right)$ is obtained from $\left(t_{1}, \ldots, t_{l}\right)$ by a finite sequence of braid moves of type $\sigma_{i}^{\prime}, \sigma_{i}^{\prime \prime}$. We denote braid equivalence by $\sim$.

## 2. The Hurwitz spaces $H_{W\left(B_{d}\right), n_{1}, n_{2}, \underline{e}, \underline{q}}\left(Y, b_{0}\right)$ and $H_{W\left(B_{d}\right), n_{1}, n_{2}, \underline{e}, \underline{q}}(Y)$

Let $X, X^{\prime}$ and $Y$ be smooth, connected, projective complex curves. Let $d \geq 3$, $n_{1}>0$ and $n_{2}>0$ be integers. Let $\underline{e}=\left(e_{1}, \ldots, e_{r}\right)$ and $\underline{q}=\left(q_{1}, \ldots, q_{s}\right)$ be two partitions of $d$ with $e_{1} \geq e_{2} \geq \cdots \geq e_{r} \geq 1$ and $q_{1} \geq q_{2} \geq \cdots \geq q_{s} \geq 1$. Let $b_{0}$ be a point of $Y$ and let $g$ be the genus of $Y$. In this paper we study equivalence classes of pairs $\left[X \xrightarrow{\pi} X^{\prime} \xrightarrow{f} Y, \phi\right]$ satisfying the following conditions:
(a) $\pi$ is a degree-two coverings with $n_{1}$ branch points and branch locus $D_{\pi}$;
(b) $f$ is a degree- $d$ coverings with $n_{2}$ points of simple branching and two special points whose local monodromy has cycle type given by $\underline{e}$ and $\underline{q}$, respectively;
(c) the covering $f$ has monodromy group $S_{d}$ and $f\left(D_{\pi}\right) \cap D_{f}=\varnothing$ where $D_{f}$ denotes the branch locus of $f$;
(d) $f \circ \pi$ is unramified in $b_{0}$ and $\phi:(f \circ \pi)^{-1}\left(b_{0}\right) \rightarrow\{-d, \ldots,-1,1, \ldots, d\}$ is a bijection such that if $f^{-1}\left(b_{0}\right)=\left\{y_{1}, \ldots, y_{d}\right\}$ then $\pi^{-1}\left(y_{i}\right)=\left\{\phi^{-1}(i), \phi^{-1}(-i)\right\}$ for each $i=1, \ldots, d$.
$H_{W\left(B_{d}\right), n_{1}, n_{2}, \underline{e}, \underline{q}}\left(Y, b_{0}\right)$ will denote the Hurwitz space that parametrizes equivalence classes of pairs [ $f \circ \pi, \phi$ ] satisfying conditions (a)-(d).
$H_{W\left(B_{d}\right), n_{1}, n_{2}, \underline{e}, q}(Y)$ will denote the Hurwitz space that parametrizes equivalence classes of coverings $f \circ \pi$ satisfying conditions (a)-(c).
Definition 5. A $\left(n_{1}, n_{2}, \underline{e}, \underline{q}\right)$-Hurwitz system is a Hurwitz system with values in $\mathbb{Z}_{2}^{d} \times{ }^{s} S_{d},\left(t_{1}, \ldots, t_{n_{1}+n_{2}+2} ; \underline{\lambda}, \underline{\mu}\right)$, such that $n_{1}$ of $t_{1}, \ldots, t_{n_{1}+n_{2}+2}$ are of the form $\left(\overline{1}_{*} ; \mathrm{id}\right), n_{2}$ are of the form $\left(z_{h k} ;(h k)\right)$, one is a product of $r$ disjoint positive cycles whose lengths are given by the elements of the partition $\underline{e}$, and one is a product of $s$ disjoint positive cycles whose lengths are given by the elements of the partition $\underline{q}$.

Let $D=f\left(D_{\pi}\right) \cup D_{f}$ and let $m: \pi_{1}\left(Y-D, b_{0}\right) \rightarrow S_{2 d}$ be the monodromy homomorphism associated to $[f \circ \pi, \phi]$. Let $\left(\gamma_{1}, \ldots, \gamma_{n_{1}+n_{2}+2}, \alpha_{1}, \beta_{1}, \ldots, \alpha_{g}, \beta_{g}\right)$ be a standard generating system for $\pi_{1}\left(Y-D, b_{0}\right)$. The images under $m$ of $\gamma_{1}$, $\ldots, \gamma_{n_{1}+n_{2}+2}, \alpha_{1}, \beta_{1}, \ldots, \alpha_{g}, \beta_{g}$ determine an ( $n_{1}, n_{2}, \underline{e}, \underline{q}$ )-Hurwitz system with monodromy group $W\left(B_{d}\right)$.

In the sequel we will denote by $A_{n_{1}, n_{2}, \underline{e}, \underline{q}, g}^{o}$ the set of all ( $n_{1}, n_{2}, \underline{e}, \underline{q}$ )-Hurwitz systems with monodromy group $W\left(B_{d}\right)$. When $g=0$ we will write $A_{n_{1}, n_{2}, e, \underline{q}}^{o}$ instead of $A_{n_{1}, n_{2}, e, q, g}^{o}$.

Let $\delta: H_{W\left(B_{d}\right), n_{1}, n_{2}, \underline{e}, \underline{q}}\left(Y, b_{0}\right) \rightarrow\left(Y-b_{0}\right)^{\left(n_{1}+n_{2}+2\right)}-\Delta$ be the map that assigns to each pair $[f \circ \pi, \phi]$ the branch locus of $f \circ \pi$. By Riemann's existence theorem we can identify the fiber of $\delta$ over $D$ with $A_{n_{1}, n_{2}, e, \underline{q}, g}^{o}$. There is a unique topology on $H_{W\left(B_{d}\right), n_{1}, n_{2}, \underline{e}, \underline{q}}\left(Y, b_{0}\right)$ such that $\delta$ is a topological covering map; see [Fulton 1969]. Therefore the braid group $\pi_{1}\left(\left(Y-b_{0}\right)^{\left(n_{1}+n_{2}+2\right)}-\Delta, D\right)$ acts on $A_{n_{1}, n_{2}, e, q, \underline{g}}^{o}$. If this action is transitive, $H_{W\left(B_{d}\right), n_{1}, n_{2}, e, q}\left(Y, b_{0}\right)$ is connected and hence, since $H_{W\left(B_{d}\right), n_{1}, n_{2}, \underline{e}, \underline{q}}\left(Y, b_{0}\right)$ is smooth, it is also irreducible.
Remark 6. The forgetful map $H_{W\left(B_{d}\right), n_{1}, n_{2}, \underline{e}, \underline{q}}\left(Y, b_{0}\right) \rightarrow H_{W\left(B_{d}\right), n_{1}, n_{2}, \underline{e}, \underline{q}}(Y)$ defined by $[f \circ \pi, \phi] \rightarrow[f \circ \pi]$ is a morphism, whose image is a dense subset of $H_{W\left(B_{d}\right), n_{1}, n_{2}, \underline{e}, \underline{q}}(Y)$. This ensures that if $H_{W\left(B_{d}\right), n_{1}, n_{2}, \underline{e}, \underline{q}}\left(Y, b_{0}\right)$ is irreducible also $H_{W\left(B_{d}\right), n_{1}, n_{2}, \underline{e}, \underline{q}}(Y)$ is irreducible.

## 3. The results

We denote by $\epsilon$ the following element in $S_{d}$ having cycle type $\underline{e}$ :

$$
\begin{equation*}
\left(12 \ldots e_{1}\right)\left(e_{1}+1 \ldots e_{1}+e_{2}\right) \cdots\left(\left(e_{1}+\cdots+e_{r-1}\right)+1 \ldots d\right) \tag{1}
\end{equation*}
$$

We denote by $v$ the following element in $S_{d}$ having cycle type $\underline{q}$ :
(2) $\left(1 d d-1 \ldots d-q_{1}+2\right)\left(d-q_{1}+1 \ldots d-\left(q_{1}+q_{2}\right)+2\right)$

$$
\cdots\left(d-\left(q_{1}+\cdots+q_{s-1}\right)+1 \ldots 2\right)
$$

Lemma 7. Let $\left(t_{1}, \ldots, t_{i}, t_{i+1}, \ldots, t_{l}\right)$ be a sequence of permutations in $S_{d}$ where $t_{i}$ and $t_{i+1}$ are two equal transpositions of $S_{d}$. Then we can move to the right and to the left the pair $\left(t_{i}, t_{i+1}\right)$ leaving unchanged the other permutations of the sequence.
Proof. Applying the elementary moves $\sigma_{i-1}^{\prime \prime}, \sigma_{i}^{\prime \prime}$ we obtain

$$
\left(t_{i-1}, t_{i}, t_{i+1}\right) \sim\left(t_{i}, t_{i}^{-1} t_{i-1} t_{i}, t_{i+1}\right) \sim\left(t_{i}, t_{i+1}, t_{i-1}\right)
$$

applying the moves $\sigma_{i+1}^{\prime}, \sigma_{i}^{\prime}$ we have

$$
\left(t_{i}, t_{i+1}, t_{i+2}\right) \sim\left(t_{i}, t_{i+1} t_{i+2} t_{i+1}^{-1}, t_{i+1}\right) \sim\left(t_{i+2}, t_{i}, t_{i+1}\right)
$$

Hence using sequences of elementary moves of type either $\sigma_{j-1}^{\prime \prime}, \sigma_{j}^{\prime \prime}$ or $\sigma_{j+1}^{\prime}, \sigma_{j}^{\prime}$ we can move respectively on the left and on the right the pair $\left(t_{i}, t_{i+1}\right)$, leaving unchanged the other permutations of the sequence.
Lemma 8. Let $\left(t_{1}, \ldots, t_{l}, \tau, \tau\right)$ be a sequence of permutations of $S_{d}$, with $\tau$ a transposition. Let $H$ be the subgroup of $S_{d}$ generated by $t_{1}, \ldots, t_{l}$. Then, for each $h \in H$, one has

$$
\left(t_{1}, \ldots, t_{l}, \tau, \tau\right) \sim\left(t_{1}, \ldots, t_{l}, h^{-1} \tau h, h^{-1} \tau h\right)
$$

Proof. Let $h \in H$, then $h=h_{1} h_{2} \cdots h_{k}$ where $h_{i}$ or $h_{i}^{-1}$, with $i=1, \ldots, k$, belonging to $\left\{t_{1}, \ldots, t_{l}\right\}$. If $h_{1}$ is equal to $t_{j}$ for some $j \in\{1, \ldots, l\}$, we use Lemma 7 to bring the pair $(\tau, \tau)$ to the left of $t_{j}$ and then we act by the moves $\sigma_{j+1}^{\prime \prime}, \sigma_{j}^{\prime \prime}$ in order to replace $\left(\tau, \tau, t_{j}\right)$ with $\left(t_{j}, t_{j}^{-1} \tau t_{j}, t_{j}^{-1} \tau t_{j}\right)$.

On the contrary, if $h_{1}$ is equal to $t_{j}^{-1}$ for some $j \in\{1, \ldots, l\}$, we use Lemma 7 to shift the pair $(\tau, \tau)$ on the right of $t_{j}$ and then we apply $\sigma_{j}^{\prime}, \sigma_{j+1}^{\prime}$. In this way we replace $\left(t_{j}, \tau, \tau\right)$ with $\left(t_{j} \tau t_{j}^{-1}, t_{j} \tau t_{j}^{-1}, t_{j}\right)$.

For $h_{2}$ we reason as above but we bring the pair $\left(h_{1}^{-1} \tau h_{1}, h_{1}^{-1} \tau h_{1}\right)$ to the left or to the right of $t_{n}$ depending on whether $h_{2}$ is equal to $t_{n}$ or to $t_{n}^{-1}$.

Following this line for each $h_{i}$, with $i=3, \ldots, k$, we obtain the claim.
Proposition 9 [Vetro 2010, Proposition 2]. Let $\underline{t}=\left(t_{1}, \ldots, t_{n_{2}+2}\right)$ be a Hurwitz system of permutations of $S_{d}$ with monodromy group $S_{d}$ such that one of $t_{1}, \ldots, t_{n_{2}+2}$ has cycle type $\underline{e}$, one has cycle type $\underline{q}$ and the other $n_{2}$ permutations in $t_{1}, \ldots, t_{n_{2}+2}$ are transpositions. If $n_{2}-s-r \geq d+1, \underline{t}$ is braid-equivalent to the Hurwitz system

$$
\begin{aligned}
& \left(\epsilon, \tilde{t}_{2}, \ldots, \tilde{t}_{n_{2}+2-s}, v\right) \text { if } s=1 \\
& \left(\epsilon, \tilde{t}_{2}, \ldots, \tilde{t}_{n_{2}+2-s}, v,\left(1 d-q_{1}+1\right), \ldots,\left(1 d-\left(q_{1}+\cdots+q_{s-1}\right)+1\right)\right) \text { if } s>1,
\end{aligned}
$$

where $\epsilon$ and $v$ are the permutations defined in (1) and (2), and where the sequence $\left(\tilde{t}_{2}, \ldots, \tilde{t}_{n_{2}+2-s}\right)$ is equal to

$$
\begin{aligned}
& ((12), \ldots,(12)) \text { if } r=1 \\
& \left(\left(1 e_{1}+1\right), \ldots,\left(1\left(e_{1}+\cdots+e_{r-1}\right)+1\right),(12), \ldots,(12)\right) \text { if } r>1
\end{aligned}
$$

with the transposition (12) appearing an even number of times.
Remark 10. Seeing that $d \geq 3$, the hypothesis $n_{2}-s-r \geq d+1$ ensures that in the sequence $\left(\tilde{t}_{2}, \ldots, \tilde{t}_{n_{2}+2-s}\right)$ there are more than 3 transpositions (12).
3.1. Irreducibility of $\boldsymbol{H}_{W\left(B_{d}\right), n_{1}, n_{2}, \underline{e}, \underline{q}}\left(\mathbb{P}^{\mathbf{1}}, b_{0}\right)$ and $\left.\boldsymbol{H}_{W\left(B_{d}\right), n_{1}, n_{2}, \underline{e}, \underline{q}} \mathbb{P}^{\mathbf{1}}\right)$. We next show that, if $n_{2}-s-r \geq d+1$, the braid group $\pi_{1}\left(\left(\mathbb{P}^{1}-b_{0}\right)^{\left(n_{1}+n_{2}+2\right)}-\Delta, D\right)$ acts transitively on $A_{n_{1}, n_{2}, \underline{e}, \underline{q}}^{o}$. To prove this we show that each ( $n_{1}, n_{2}, \underline{e}, \underline{q}$ )-Hurwitz system in $A_{n_{1}, n_{2}, e, \underline{q}}^{o}$ is braid-equivalent to a given normal form.
Proposition 11. If $n_{2}-s-r \geq d+1$, each Hurwitz system in $A_{n_{1}, n_{2}, \underline{e}, \underline{q}}^{o}$ is braidequivalent to a Hurwitz system of the form

$$
\begin{aligned}
& \left(\tilde{t}_{1}, \ldots, \tilde{t}_{n_{2}+2-s},(0 ; v),\left(\overline{1}_{1} ; \text { id }\right), \ldots,\left(\overline{1}_{1} ; \text { id }\right)\right) \text { if } s=1 \\
& \begin{aligned}
\left(\tilde{t}_{1}, \ldots, \tilde{t}_{n_{2}+2-s},(0 ; v),\left(0 ;\left(1 d-q_{1}+1\right)\right), \ldots,\right. & \left(0 ;\left(1 d-\sum_{h=1}^{s-1} q_{h}+1\right)\right) \\
& \left.\left(\overline{1}_{1} ; \text { id }\right), \ldots,\left(\overline{1}_{1} ; \text { id }\right)\right) \text { if } s>1,
\end{aligned}
\end{aligned}
$$

where $\left(\overline{1}_{1} ;\right.$ id) appears $n_{1}$ times and where $\left(\tilde{t}_{1}, \ldots, \tilde{t}_{n_{2}+2-s}\right)$ is the sequence

$$
((0 ; \epsilon),(0 ;(12)), \ldots,(0 ;(12))) \text { if } r=1
$$

$$
\left((0 ; \epsilon),\left(0 ;\left(1 e_{1}+1\right)\right), \ldots,\left(0 ;\left(1 \sum_{i=1}^{r-1} e_{i}+1\right)\right),(0 ;(12)), \ldots,(0 ;(12))\right) \text { if } r>1
$$

with ( $0 ;(12)$ ) appearing an even number of times.
Proof. Step 1. Let $\underline{t} \in A_{n_{1}, n_{2}, \underline{e}, \underline{q}}^{o}$. We prove first that $\underline{t}$ is braid-equivalent to a Hurwitz system of either the form

$$
\left(\ldots,(0 ; v),\left(\overline{1}_{1} ; \text { id }\right), \ldots,\left(\overline{1}_{1} ; \text { id }\right)\right)
$$

or the form
$\left(\ldots,(0 ; v),\left(0 ;\left(1 d-q_{1}+1\right)\right), \ldots,\left(0 ;\left(1 d-\sum_{h=1}^{s-1} q_{h}+1\right)\right),\left(\overline{1}_{1} ; \mathrm{id}\right), \ldots,\left(\overline{1}_{1} ; \mathrm{id}\right)\right)$, depending on whether $s=1$ or $s>1$, where ( $\overline{1}_{1} ;$ id) appears $n_{1}$ times.

Acting by elementary moves $\sigma_{j}^{\prime}$ we shift on the right the elements of the form $\left(\overline{1}_{*} ; \mathrm{id}\right)$ obtaining that $t$ is braid-equivalent to

$$
\left(\hat{t}_{1}, \ldots, \hat{t}_{n_{2}+2},\left(\overline{1}_{h} ; \text { id }\right), \ldots,\left(\overline{1}_{k} ; \text { id }\right)\right)
$$

where $\hat{t}_{i}=\left(* ; t_{i}^{\prime}\right)$. We notice that $\left(t_{1}^{\prime}, \ldots, t_{n_{2}+2}^{\prime}\right)$ is a Hurwitz system of permutations of $S_{d}$ with monodromy group $S_{d}$ such that one of $t_{1}^{\prime}, \ldots, t_{n_{2}+2}^{\prime}$ has cycle type given by $\underline{e}$, one has cycle type given by $\underline{q}$ and the other $n_{2}$ permutations are transpositions. Since $n_{2}-s-r \geq d+1$, by Proposition 9 , the system ( $t_{1}^{\prime}, \ldots, t_{n_{2}+2}^{\prime}$ ) is braid-equivalent to either

$$
(\epsilon, \ldots,(12), \ldots,(12),(12),(12), v)
$$

or

$$
\left(\epsilon, \ldots,(12), \ldots,(12),(12),(12), v,\left(1 d-q_{1}+1\right), \ldots,\left(1 d-\sum_{h=1}^{s-1} q_{h}+1\right)\right)
$$

depending on whether $s=1$ or $s>1$.
We notice that from

$$
\epsilon \cdots(12) \cdots(12)(12)(12)=(12 \ldots d)
$$

it follows that the group generated by the permutations $\epsilon, \ldots,(12)$ is all of $S_{d}$. Hence, by Lemma 8, the sequence $(\epsilon, \ldots,(12), \ldots,(12),(12),(12))$ is braidequivalent to a sequence of the form $(\epsilon, \ldots,(12), \ldots,(12), \tau, \tau)$, where $\tau$ is an arbitrary transposition of $S_{d}$.

This ensures that $\underline{t}$ is braid-equivalent to a system of type either

$$
\left(\bar{t}_{1}, \ldots, \bar{t}_{n_{2}+2-s},(b ; v),\left(\overline{1}_{h} ; \mathrm{id}\right), \ldots\right)
$$

or

$$
\begin{aligned}
& \left(\bar{t}_{1}, \ldots, \bar{t}_{n_{2}+2-s},(b ; v),\left(z_{1 d-q_{1}+1}^{1} ;\left(1 d-q_{1}+1\right)\right), \ldots,\right. \\
& \left.\left(z_{1 d-\sum_{h=1}^{s-1} q_{h}+1}^{s-1} ;\left(1 d-\sum_{h=1}^{s-1} q_{h}+1\right)\right),\left(\overline{1}_{h} ; \text { id }\right), \ldots\right),
\end{aligned}
$$

depending on whether $s=1$ or $s>1$, where $\bar{t}_{i}=\left(* ; t_{i}^{\prime \prime}\right)$ and

$$
\left(t_{1}^{\prime \prime}, \ldots, t_{n_{2}+2-s}^{\prime \prime}\right)=(\epsilon, \ldots,(12), \ldots,(12), \tau, \tau)
$$

Furthermore we can affirm that our system is braid-equivalent to either

$$
\left(\bar{t}_{1}, \ldots, \check{t}_{n_{2}+2-s},\left(\overline{1}_{u} ; \mathrm{id}\right),(b ; v),\left(\overline{1}_{*} ; \mathrm{id}\right), \ldots\right)
$$

or
$\left(\bar{t}_{1}, \ldots, \check{t}_{n_{2}+2-s},\left(\overline{1}_{u} ; \mathrm{id}\right),(b ; v), \ldots\right.$,

$$
\left.\left(z_{1 d-\sum_{h=1}^{s-1} q_{h}+1}^{s} ;\left(1 d-\sum_{h=1}^{s-1} q_{h}+1\right)\right),\left(\overline{1}_{*} ; \text { id }\right), \ldots\right)
$$

depending on whether $s=1$ or $s>1$, where $u$ is an arbitrary index in $\{1, \ldots, d\}$ and $\check{t}_{n_{2}+2-s}=\left(\star^{\prime} ; \tau\right)$.

In fact, acting by elementary moves of the form $\sigma_{j}^{\prime}$ we can bring to the left of $(b ; v)$ one element of type $\left(\overline{1}_{*} ;\right.$ id $)$. We choose $\tau=(u *)$ and then we act by $\sigma_{n_{2}+2-s}^{\prime}$ two times to replace $\left((\star ; \tau),\left(\overline{1}_{*} ;\right.\right.$ id $\left.)\right)$ by $\left(\left(\star^{\prime} ; \tau\right),\left(\overline{1}_{u} ;\right.\right.$ id $\left.)\right)$.

Now we analyze separately the cases $s=1$ and $s>1$.
Case $s=1$. Let $i_{1}, i_{2}, \ldots, i_{l}$ be the indexes that $b$ sends to $\overline{1}$. We suppose that $i_{1}>i_{2}>\cdots>i_{l-1}>i_{l}$. Since our system is braid-equivalent to

$$
\left(\bar{t}_{1}, \ldots, \bar{t}_{n_{2}}, \check{t}_{n_{2}+1},\left(\overline{1}_{i_{l}} ; \mathrm{id}\right),(b ; v),\left(\overline{1}_{*} ; \text { id }\right), \ldots\right)
$$

acting two times by the move $\sigma_{n_{2}+2}^{\prime}$ we can replace the pair $\left(\left(\overline{1}_{i_{l}} ; \mathrm{id}\right),(b ; v)\right)$, with $\left(\left(\overline{1}_{i_{l+1}} ; \mathrm{id}\right),(\hat{b} ; v)\right)$ where $\hat{b}$ is a function that sends to $\overline{1}$ the indexes $i_{1}, i_{2}, \ldots, i_{l-1}$, $i_{l}+1$, where $i_{l}+1$ is the index that precedes $i_{l}$ in $v$. Observe that if there are $h$ indexes among $i_{l-1}$ and $i_{l}$, it is sufficient to use the move $\sigma_{n_{2}+2}^{\prime}$ another $2 h$ times, to replace the pair $\left(\left(\overline{1}_{i_{l+1}} ; \mathrm{id}\right),(\hat{b} ; v)\right)$ with $\left(\left(\overline{1}_{i_{l-1}} ; \mathrm{id}\right),(\check{b} ; v)\right)$ where $\check{b}$ is a function that sends to $\overline{1}$ the indexes $i_{1}, i_{2}, \ldots, i_{l-2}$.

Since $b$ is a function that sends to $\overline{1}$ an even number of indexes (see Definition 1), following this line we can replace the pair $\left(\left(\overline{1}_{*} ;\right.\right.$ id $\left.),(\check{b} ; v)\right)$ with $\left(\left(\overline{1}_{\star} ;\right.\right.$ id $\left.),(0 ; v)\right)$. Now, we use $\sigma_{n_{2}+2}^{\prime \prime}$ to shift $(0 ; v)$ to the place $n_{2}+2$.

We notice that if all the elements of the form ( $\overline{1_{*}} ; i d$ ) in our system are equal to $\left(\overline{1}_{1} ; i d\right)$ we have the claim. Otherwise we place the elements $\left(\overline{1}_{1} ; i d\right)$ to the last places and then we act by $\sigma_{n_{2}+2}^{\prime}$ to bring one element of type $\left(\overline{1}_{*} ;\right.$ id) to the left of
$(0 ; v)$. By Lemma 8 and by using $\sigma_{n_{2}+1}^{\prime}$ two times, we can replace our system by a system of type

$$
\left((* ; \epsilon), \ldots,(* ;(12)),\left(* ; \tau^{\prime}\right),\left(* ; \tau^{\prime}\right),\left(\overline{1}_{2} ; \text { id }\right),(0 ; v),\left(\overline{1}_{*} ; \text { id }\right), \ldots\right) .
$$

Thus, acting by the elementary move $\sigma_{n_{2}+2}^{\prime \prime}$, we can replace the pair $\left(\left(\overline{1}_{2} ; \mathrm{id}\right),(0 ; v)\right)$ with $\left((0 ; v),\left(\overline{1}_{1} ; i d\right)\right)$. Now, acting with elementary moves of type $\sigma_{j}^{\prime}$, we bring $\left(\overline{1}_{1} ;\right.$ id $)$ next to the other elements $\left(\overline{1}_{1} ;\right.$ id $)$.

Reasoning in this way for each $\left(\overline{1}_{*} ;\right.$ id $)$ such that $* \neq 1$ we obtain the claim.
Case $s>1$. Our system is braid-equivalent to a system of the form $\left(\ldots, \bar{t}_{n_{2}+1-s}, \check{t}_{n_{2}+2-s},\left(\overline{1}_{1} ; \mathrm{id}\right),(b ; v),\left(z_{1 d-q_{1}+1}^{1} ;\left(1 d-q_{1}+1\right)\right), \ldots\right.$,

$$
\left.\left(z_{1 d-\sum_{h=1}^{s-1} q_{h}+1} ;\left(1 d-\sum_{h=1}^{s-1} q_{h}+1\right)\right),\left(\overline{1}_{*} ; \text { id }\right), \ldots\right)
$$

so if $z^{s-1}=\overline{1}$ we can use the moves $\sigma_{n_{2}+3-s}^{\prime}, \sigma_{n_{2}+4-s}^{\prime}, \ldots, \sigma_{n_{2}+1}^{\prime}, \sigma_{n_{2}+2}^{\prime}$ in order to replace it by

$$
\begin{aligned}
& \left(\ldots, \check{t}_{n_{2}+2-s},\left(b^{\prime} ; v\right),\left(\hat{z}_{1 d-q_{1}+1}^{1} ;\left(1 d-q_{1}+1\right)\right), \ldots\right. \\
& \left.\quad\left(0 ;\left(1 d-\sum_{h=1}^{s-1} q_{h}+1\right)\right),\left(\overline{1}_{1} ; \text { id }\right), \ldots\right) .
\end{aligned}
$$

Since this system is braid-equivalent to a system of type

$$
\begin{aligned}
& \left((* ; \epsilon), \ldots,(* ;(12)),\left(* ; \tau^{\prime}\right),\left(* ; \tau^{\prime}\right),\left(\overline{1}_{1} ; \mathrm{id}\right),\left(b^{\prime} ; v\right)\right. \\
& \left.\left(\hat{z}_{1 d-q_{1}+1}^{1} ;\left(1 d-q_{1}+1\right)\right), \ldots,\left(0 ;\left(1 d-\sum_{h=1}^{s-1} q_{h}+1\right)\right), \ldots\right)
\end{aligned}
$$

we can reason as above for all the elements

$$
\left(* ;\left(1 d-q_{1}+1\right)\right), \quad \ldots, \quad\left(* ;\left(1 d-\sum_{h=1}^{s-2} q_{h}+1\right)\right)
$$

such that $*$ is a function different from 0 . In this way, after at most $s-2$ steps, we transform our system into

$$
\left(\ldots,\left(\overline{1}_{1} ; \mathrm{id}\right),(\hat{b} ; v),\left(0 ;\left(1 d-q_{1}+1\right)\right), \ldots,\left(0 ;\left(1 d-\sum_{h=1}^{s-1} q_{h}+1\right)\right), \ldots\right)
$$

Now if $\hat{b} \neq 0$, it is sufficient to proceed as in the case $s=1$ in order to obtain the system

$$
\begin{aligned}
& \left((* ; \epsilon), \ldots,(* ;(12)),(* ; \tau),(* ; \tau),\left(\overline{1}_{*} ; \mathrm{id}\right),(0 ; v)\right. \\
& \left.\quad\left(0 ;\left(1 d-q_{1}+1\right)\right), \ldots,\left(0 ;\left(1 d-\sum_{h=1}^{s-1} q_{h}+1\right)\right), \ldots\right)
\end{aligned}
$$

Using elementary moves $\sigma_{j}^{\prime}$, we move to the left of $(0 ; v)$ all the elements of type $\left(\overline{1}_{*} ; i d\right)$, so we replace our system with
$\left(\ldots,(* ; \tau),(* ; \tau),\left(\overline{1}_{h_{1}} ; \mathrm{id}\right), \ldots,\left(\overline{1}_{h_{n_{1}}} ; \mathrm{id}\right),(0 ; v)\right.$,

$$
\left.\left(0 ;\left(1 d-q_{1}+1\right)\right), \ldots,\left(0 ;\left(1 d-\sum_{h=1}^{s-1} q_{h}+1\right)\right)\right)
$$

By Lemma 8 we can choose $\tau=\left(1 h_{1}\right)$. We apply $\sigma_{n_{2}+2-s}^{\prime}$ two times in order to replace $\left(\overline{1}_{h_{1}} ;\right.$ id) with $\left(\overline{1}_{1} ; \mathrm{id}\right)$. Now we use elementary moves $\sigma_{j}^{\prime}$ to bring $\left(\overline{1}_{1} ; \mathrm{id}\right)$ next to $(0 ; v)$. We repeat this reasoning for all $\left(\overline{1}_{h_{i}} ;\right.$ id) such that $h_{i} \neq 1$. Since by the Hurwitz formula $n_{1}$ is even, we obtain the claim using the sequence of moves $\sigma_{n_{2}+n_{1}+2-s}^{\prime}, \sigma_{n_{2}+n_{1}+1-s}^{\prime}, \ldots, \sigma_{n_{2}+3-s}^{\prime}, \sigma_{n_{2}+n_{1}+3-s}^{\prime}, \sigma_{n_{2}+n_{1}+2-s}^{\prime}, \ldots, \sigma_{n_{2}+4-s}^{\prime}, \ldots$, $\sigma_{n_{2}+n_{1}+1}^{\prime}, \ldots, \sigma_{n_{2}+2}^{\prime}$.
Step 2. By Step 1 and by Lemma 8, $\underline{t}$ is braid-equivalent to either

$$
\left((a ; \epsilon),\left(z_{12}^{1} ;(12)\right), \ldots,\left(z_{12}^{l} ;(12)\right),(0 ; v), \ldots,\left(\overline{1}_{1} ; \text { id }\right)\right)
$$

or

$$
\begin{aligned}
\left((a ; \epsilon),\left(v_{1 e_{1}+1}^{1} ;\left(1 e_{1}+1\right)\right), \ldots,\right. & \left(v_{1 \sum_{i=1}^{r-1} e_{i}+1}^{r-1} ;\left(1 \sum_{i=1}^{r-1} e_{i}+1\right)\right) \\
& \left.\left(z_{12}^{1} ;(12)\right), \ldots,\left(z_{12}^{l} ;(12)\right),(0 ; v), \ldots,\left(\overline{1}_{1} ; \mathrm{id}\right)\right)
\end{aligned}
$$

depending on whether $r=1$ or $r>1$. We analyze separately the two cases.
Case $r=1$. From

$$
(a ; \epsilon)\left(z_{12}^{1} ;(12)\right) \cdots\left(z_{12}^{l} ;(12)\right)(0 ; v) \cdots\left(\overline{1}_{1} ; \text { id }\right)=(0 ; \text { id })
$$

it follows that

$$
a+z_{1 d}^{1}+\cdots+z_{1 d}^{l}+\overline{1}_{1}+\cdots+\overline{1}_{1}=0
$$

Since in our system there are $n_{1}$ elements of type $\left(\overline{1}_{1} ; i d\right)$ and $n_{1}$ is even, by the Hurwitz formula we can affirm that $a$ is either 0 or $\overline{1}_{1 d}$ depending on whether the number of $z^{i}$ equal to $\overline{1}$ is even or odd. Acting by moves of type $\sigma_{j}^{\prime}$ we move the elements of the form $(0 ;(12))$ to the left of $(0 ; v)$. Successively, acting by sequences of moves of type $\sigma_{j}^{\prime \prime}, \sigma_{j+1}^{\prime \prime}$, we shift a pair of type $\left(\left(\overline{1}_{1} ; \mathrm{id}\right),\left(\overline{1}_{1} ; \mathrm{id}\right)\right)$ to the right of the elements $\left(\overline{1}_{12} ;(12)\right)$.

If the function $a$ is equal to 0 and the elements of type $\left(\overline{1}_{12} ;(12)\right)$ are in the places $r+1, \ldots, h$, it is sufficient to use the sequence of moves $\sigma_{h}^{\prime \prime}, \sigma_{h-1}^{\prime \prime}, \ldots$, $\sigma_{r+1}^{\prime \prime}, \sigma_{r+1}^{\prime \prime}, \ldots, \sigma_{h}^{\prime \prime}$ to obtain the system

$$
\begin{aligned}
& ((0 ; \epsilon),(0 ;(12)), \ldots,(0 ;(12)) \\
& \left.\quad\left(\overline{1}_{1} ; \mathrm{id}\right),\left(\overline{1}_{1} ; \text { id }\right),(0 ;(12)), \ldots,(0 ;(12)),(0 ; v), \ldots\right)
\end{aligned}
$$

The claim follows by using the sequence of moves $\sigma_{h+2}^{\prime}, \sigma_{h+1}^{\prime}, \ldots, \sigma_{n_{2}+3}^{\prime}, \sigma_{n_{2}+2}^{\prime}$.

On the contrary, if $a=\overline{1}_{1 d}$ and the elements of type ( $\left.\overline{1}_{12} ;(12)\right)$ are in the places $r+1, \ldots, h$, we use the sequence of moves $\sigma_{h}^{\prime \prime}, \sigma_{h-1}^{\prime \prime}, \ldots, \sigma_{r+2}^{\prime \prime}, \sigma_{r+1}^{\prime}$ to bring our system to the form

$$
\begin{aligned}
\left(\left(\overline{1}_{1 d} ; \epsilon\right),\left(\overline{1}_{2} ; \text { id }\right),\left(\overline{1}_{12} ;(12)\right),(0 ;(12)), \ldots,\right. & (0 ;(12)) \\
& \left.\left(\overline{1}_{1} ; \text { id }\right),(0 ;(12)), \ldots,(0 ; v), \ldots\right)
\end{aligned}
$$

We use $\sigma_{1}^{\prime}$ to replace the pair $\left(\left(\overline{1}_{1 d} ; \epsilon\right),\left(\overline{1}_{2} ; \mathrm{id}\right)\right)$ with $\left(\left(\overline{1}_{1} ; \mathrm{id}\right),\left(\overline{1}_{1 d} ; \epsilon\right)\right)$ and then we apply the moves $\sigma_{1}^{\prime}, \sigma_{2}^{\prime}$ to replace $\left(\left(\overline{1}_{1} ; \mathrm{id}\right),\left(\overline{1}_{1 d} ; \epsilon\right),\left(\overline{1}_{12} ;(12)\right)\right)$ by

$$
\left((0 ; \epsilon),(0 ;(12)),\left(\overline{1}_{1} ; i d\right)\right)
$$

Now we obtain the claim acting by the sequence of elementary moves $\sigma_{r+2}^{\prime \prime}, \sigma_{r+3}^{\prime \prime}$, $\ldots, \sigma_{h}^{\prime \prime}, \sigma_{h+2}^{\prime}, \sigma_{h+1}^{\prime}, \ldots, \sigma_{n_{2}+3}^{\prime}, \sigma_{n_{2}+2}^{\prime}$.
Case $r>1$. Seeing that

$$
(a ; \epsilon)\left(v_{1 e_{1}+1}^{1} ;\left(1 e_{1}+1\right)\right) \cdots\left(z_{12}^{1} ;(12)\right) \cdots(0 ; v) \cdots\left(\overline{1}_{1} ; \mathrm{id}\right)=(0 ; \mathrm{id})
$$

one has
$a+v_{e_{1}\left(e_{1}+e_{2}\right)}^{1}+v_{\left(e_{1}+e_{2}\right)\left(e_{1}+e_{2}+e_{3}\right)}^{2}+\cdots+v_{\left(e_{1}+\cdots+e_{r-1}\right) d}^{r-1}+z_{1 d}^{1}+\cdots+\overline{1}_{1}+\cdots+\overline{1}_{1}=0$.
Since $a$ is a function that sends to $\overline{1}$ at most an even number of indexes moved by every disjoint cycle of which is product $\epsilon$, the equality above ensures that $a$ is either 0 or $\overline{1}_{1 e_{1}}$.

If $a=0$, we have $v^{1}=v^{2}=\cdots=v^{r-1}=0$. Furthermore there is an even number of $z^{i}$ equal to $\overline{1}$. So in order to obtain the claim, it is sufficient to act as in the case $r=1$ and $a=0$.

On the contrary, if $a=\overline{1}_{1 e_{1}}$ we have $v^{1}=v^{2}=\cdots=v^{r-1}=\overline{1}$; furthermore, there is an odd number of $z^{i}$ equal to $\overline{1}$. Then we act as in the case $r=1$ and $a=\overline{1}_{1 d}$ to replace our system with the braid-equivalent system

$$
\begin{aligned}
& \left(\left(\overline{1}_{1 e_{1}} ; \epsilon\right), \ldots,\left(\overline{1}_{1 \sum_{i=1}^{r-1} e_{i}+1} ;\left(1 \sum_{i=1}^{r-1} e_{i}+1\right)\right),\left(\overline{1}_{2} ; \text { id }\right),\left(\overline{1}_{12} ;(12)\right)\right. \\
& \left.(0 ;(12)), \ldots,(0 ;(12)),\left(\overline{1}_{1} ; \text { id }\right),(0 ;(12)), \ldots,(0 ; v), \ldots\right)
\end{aligned}
$$

Using the moves $\sigma_{r}^{\prime}, \sigma_{r-1}^{\prime}, \ldots, \sigma_{2}^{\prime}, \sigma_{1}^{\prime}$ we transform the sequence

$$
\left(\left(\overline{1}_{1 e_{1}} ; \epsilon\right), \ldots,\left(\overline{1}_{1 \sum_{i=1}^{r-1} e_{i}+1} ;\left(1 \sum_{i=1}^{r-1} e_{i}+1\right)\right),\left(\overline{1}_{2} ; \text { id }\right),\left(\overline{1}_{12} ;(12)\right)\right)
$$

into

$$
\left(\left(\overline{1}_{1} ; \mathrm{id}\right),\left(\overline{1}_{1 e_{1}} ; \epsilon\right), \ldots,\left(\overline{1}_{1 \sum_{i=1}^{r-1} e_{i}+1} ;\left(1 \sum_{i=1}^{r-1} e_{i}+1\right)\right),\left(\overline{1}_{12} ;(12)\right)\right)
$$

Now in order to obtain the claim it is sufficient to act by the sequence of moves $\sigma_{1}^{\prime}, \ldots, \sigma_{r}^{\prime}, \sigma_{r+1}^{\prime}, \sigma_{r+2}^{\prime \prime}, \ldots, \sigma_{h}^{\prime \prime}, \sigma_{h+2}^{\prime}, \sigma_{h+1}^{\prime}, \ldots, \sigma_{n_{2}+3}^{\prime}, \sigma_{n_{2}+2}^{\prime}$.

The following result is a direct consequence of Proposition 11.

Theorem 12. If $n_{2}-s-r \geq d+1$, the Hurwitz space $H_{W\left(B_{d}\right), n_{1}, n_{2}, \underline{e}, \underline{q}}\left(\mathbb{P}^{1}, b_{0}\right)$ is irreducible.

Combining Theorem 12 and Remark 6, we derive the following result.
Corollary 13. If $n_{2}-s-r \geq d+1$, the Hurwitz space $H_{W\left(B_{d}\right), n_{1}, n_{2}, \underline{e}, \underline{q}}\left(\mathbb{P}^{1}\right)$ is irreducible.
3.2. Irreducibility of $H_{W\left(B_{d}\right), n_{1}, n_{2}, \underline{e}, \underline{q}}\left(Y, b_{0}\right)$ and $H_{W\left(B_{d}\right), n_{1}, n_{2}, \underline{e}, \underline{q}}(Y)$. Let $Y$ be a smooth, connected, projective complex curve of genus $g \geq 1$.

Theorem 14. If $n_{2}-s-r \geq d+1$, the Hurwitz space $H_{W\left(B_{d}\right), n_{1}, n_{2}, \underline{e}, \underline{q}}\left(Y, b_{0}\right)$ is irreducible.

Proof. To prove the irreducibility of $H_{W\left(B_{d}\right), n_{1}, n_{2}, \underline{e}, \underline{q}}\left(Y, b_{0}\right)$ it is sufficient to show that each ( $n_{1}, n_{2}, \underline{e}, \underline{q}$ )-Hurwitz system in $A_{n_{1}, n_{2}, \underline{e}, \underline{q}, g}^{o}$ is braid-equivalent to a system of the form

$$
(\underline{\hat{t}} ;(0 ; \mathrm{id}), \ldots,(0 ; i d))
$$

In fact, $\hat{\underline{t}} \in A_{n_{1}, n_{2}, e, q}^{o}$ and so the theorem follows by Proposition 11.
Let $(\underline{t} ; \underline{\lambda}, \underline{\mu}) \in \overline{A_{n_{1}, n_{2}, e, q, g}^{o}}$. Acting by elementary moves of type $\sigma_{j}^{\prime}$ we shift to the right the elements of the form $\left(\overline{1}_{*} ;\right.$ id) transforming our system into

$$
\left(\tilde{t}_{1}, \ldots, \tilde{t}_{n_{2}+2},\left(\overline{1}_{*} ; \mathrm{id}\right), \ldots,\left(\overline{1}_{*} ; \mathrm{id}\right) ; \lambda_{1}, \mu_{1}, \ldots, \lambda_{g}, \mu_{g}\right)
$$

where $\tilde{t}_{i}=\left(* ; t_{i}^{\prime}\right), \lambda_{k}=\left(* ; \lambda_{k}^{\prime}\right)$ and $\mu_{k}=\left(* ; \mu_{k}^{\prime}\right)$.
We notice that $\left(t_{1}^{\prime}, \ldots, t_{n_{2}+2}^{\prime} ; \lambda_{1}^{\prime}, \mu_{1}^{\prime}, \ldots, \lambda_{g}^{\prime}, \mu_{g}^{\prime}\right)$ is the Hurwitz system of a covering of $Y$ of degree $d \geq 3$, with monodromy group $S_{d}$ and with $n_{2}+2$ branch points, $n_{2}$ of which are points of simple branching, one is a special point whose local monodromy is given by $\underline{e}$ and one is a special point whose local monodromy is given by $\underline{q}$.

Since $n_{2}-s-r \geq d+1$, the Hurwitz space $H_{d, n_{2}, \underline{e}, \underline{q}}^{o}\left(Y, b_{0}\right)$ is irreducible (see [Vetro 2010], Theorem 2) and then the Hurwitz system

$$
\left(t_{1}^{\prime}, \ldots, t_{n_{2}+2}^{\prime} ; \lambda_{1}^{\prime}, \mu_{1}^{\prime}, \ldots, \lambda_{g}^{\prime}, \mu_{g}^{\prime}\right)
$$

is braid-equivalent to one of the form

$$
\left(t_{1}^{\prime \prime}, \ldots, t_{n_{2}+2}^{\prime \prime} ; \mathrm{id}, \mathrm{id}, \ldots, \mathrm{id}, \mathrm{id}\right)
$$

Hence it follows that $(\underline{t} ; \underline{\lambda}, \underline{\mu})$ is braid-equivalent to a system of type

$$
\left(\bar{t}_{1}, \ldots, \bar{t}_{n_{2}+2},\left(\overline{1}_{*} ; \mathrm{id}\right), \ldots ;\left(a_{1} ; \mathrm{id}\right),\left(b_{1} ; \mathrm{id}\right), \ldots,\left(a_{g} ; \mathrm{id}\right),\left(b_{g} ; \mathrm{id}\right)\right)
$$

We notice that if $a_{h}=0$ and $b_{k}=0$ for each $1 \leq h, k \leq g$ the theorem follows by Proposition 11. So let $a_{1} \neq 0$ and $i$ be one of the indexes that $a_{1}$ sends to $\overline{1}$.

Since it is not restrictive to suppose that among the element of type ( $\overline{1}_{*} ;$ id) in our system there is $\left(\overline{1}_{i} ;\right.$ id) (see Step 1 , Proposition 11), acting by elementary moves of type $\sigma_{j}^{\prime \prime}$ we can transform our system into

$$
\left(\left(\overline{1}_{i} ; \text { id }\right), \ldots ;\left(a_{1} ; \text { id }\right),\left(b_{1} ; \text { id }\right), \ldots,\left(a_{g} ; \text { id }\right),\left(b_{g} ; \text { id }\right)\right)
$$

Now we use the move $\tau_{11}^{\prime \prime}$ to replace $\left(a_{1} ;\right.$ id $)$ with $\left(\overline{1}_{i} ; i d\right)\left(a_{1} ; \operatorname{id}\right)$, where $\overline{1}_{i}+a_{1}$ is a function that sends $i$ to $\overline{0}$.

So reasoning for all the indexes that $a_{1}$ sends to $\overline{1}$, after a finite number of steps, we obtain a new Hurwitz system with $(0 ; \mathrm{id})$ at the place $\left(n_{2}+n_{1}+3\right)$.

On the contrary, if $a_{1}=0, b_{1} \neq 0$ and $b_{1}$ sends $i$ to $\overline{1}$, we at first use elementary moves of type $\sigma_{j}^{\prime \prime}$ to bring to the first place ( $\overline{1}_{i}$; id) and then we act by the braid move $\rho_{11}^{\prime}$ in order to transform $\left(b_{1} ;\right.$ id $)$ into $\left(\overline{1}_{i} ; \mathrm{id}\right)\left(b_{1} ;\right.$ id $)$ where the function $\overline{1}_{i}+b_{1}$ sends $i$ to $\overline{0}$. Following this line for all the indexes that $b_{1}$ sent to $\overline{1}$, we can replace $\left(\overline{1}_{i}+b_{1} ; i d\right)$ by $(0 ; \mathrm{id})$.

We notice that if $a_{k} \neq 0$ and $a_{l}=b_{l}=0$, for each $l \leq k-1$, in order to obtain the claim one can reason in the same way but this time applying the braid move $\tau_{1 k}^{\prime}$. Analogously if $b_{k} \neq 0, a_{l}=b_{l}=0$, for each $l \leq k-1$, and $a_{k}=0$ one can apply the braid move $\rho_{1 k}^{\prime}$ to transform ( $b_{k} ;$ id) into $(0 ;$ id).

From Theorem 14 and Remark 6 we deduce the following result.
Corollary 15. If $n_{2}-s-r \geq d+1$, the Hurwitz space $H_{W\left(B_{d}\right), n_{1}, n_{2}, e, q}(Y)$ is irreducible.
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