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Let F be a nonarchimedean local field of odd characteristic p > 0. We consider
local exterior square L-functions L (s, =, A%), Bump-Friedberg L-functions
L(s, m, BF), and Asai L-functions L(s, m, As) of an irreducible admissi-
ble representation 7 of GL,,(F). In particular, we establish that those L-
functions, via the theory of integral representations, are equal to their corre-
sponding Artin L-functions L (s, A*(¢(n))), L(s+ % , () L(2s, A*($ (1)),
and L(s, As(¢ (n))) of the associated Langlands parameter ¢ () under the
local Langlands correspondence. These are achieved by proving the identity
for irreducible supercuspidal representations, exploiting the local-to-global
argument due to Henniart and Lomeli.

1. Introduction

Let F be a nonarchimedean local field of positive characteristic p # 2. Let &
be an irreducible admissible representation of GL,,(F), where m is a positive
integer. The local Langlands correspondence provides a bijection between the set
of equivalence classes of irreducible admissible (complex-valued) representations
of GL,,(F) and the set of equivalence classes of m-dimensional Weil-Deligne
representations of the Weil-Deligne group W of F. Let r denote either the exterior
square representation A2 :GL,(C) — GL,;(m—1)/2(C) or the Asai representation
(the twisted tensor induction) As : GL,,(C) — GL,,2(C) (see [Anandavardhanan
and Rajan 2005, §2.1] and [Shankman 2018, §1.2]) of the Langlands dual group
GL,,(C) of GL,,,(F). Let L(s, (ro¢)(;r)), where s € C, be the Artin local L-function
defined by Deligne and Langlands [Tate 1979], where ¢ () : W — GL,,(C) is
the Weil-Deligne representation corresponding to 7 under the local Langlands
correspondence. In this paper, we address that L-factors, in the cases of exterior
square, Bump-Friedberg, and Asai local L-functions, are compatible with the local
Langlands correspondence, and establish a series of equalities of local L-functions:

o Jacquet—Shalika cases, Theorem 3.8:

L(s, 7, A*) = L(s, A* (¢ (7)));
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o Bump-Friedberg cases, Theorem 4.6:
L(s, 7w, BF) = L(s + %, ¢ (m)) L (25, A* (¢ (7)));
o Flicker cases, Theorem 4.7:
L(s, 7, As) = L(s, As(¢ (n)));

where L-factors on the left-hand sides are defined by the theory of integral repre-
sentations in positive characteristic.

In the late 1980s, global zeta integrals for (partial) Asai L-functions for GL,,
appeared in the work of Flicker [1988; 1993]. Around that time, Jacquet and
Shalika [1990] and Bump and Friedberg [1990] independently constructed two
different integral representations for an (incomplete) exterior square L-function
associated to a cuspidal automorphic representation on GL,, over a global field.
Recently there has been renewed interest in the local theory of Asai and exterior
square L-functions via Rankin—Selberg methods. In characteristic 0, the identities
were shown for Jacquet—Shalika integrals by the author [Jo 2020a], and by Matringe
for Bump—Friedberg integrals [Matringe 2015] and Flicker integrals [Matringe
2009; 2011]. As a matter of fact, these results improve discrete series cases of
Kewat and Raghunathan [2012] for Jacquet—Shalika integrals and of Anandavard-
hanan and Rajan [2005] for Flicker integrals. In the positive characteristic p > 0,
Artin L-factors L(s, A2 (¢ (71))) and L(s, As(¢(m ))) coincide with £(s, 7, A%) and
L(s, 7, As), respectively, via the Langlands—Shahidi method by a sequence of work
by Henniart and Lomeli [2011; 2013a; 2013b]. Similar problems have been worked
out by Henniart [2010] in the characteristic zero cases.

The method to prove the matching was developed by Cogdell and Piatetski-
Shapiro [2017] in the framework of local L-functions of pairs of irreducible generic
representations (77, 7). The computation of local Rankin—Selberg L-functions
boils down to decomposing it as the product of what is called the exceptional L-
functions (in the sense of [Cogdell and Piatetski-Shapiro 2017]) Lex (s, l(k D% nz(kZ))
for pairs of Bernstein—Zelevinsky’s derivatives (Jrl(k‘), nz(kz)). The “derivative” in
the sense of Bernstein—Zelevinsky ) is given by representations of smaller groups
GL,,—+(F). The advantage of adapting such derivatives enables us to proceed by
induction on the rank m — k of general linear groups GL,,,_¢ (F).

Each pole of exceptional L-functions, which we often refer to as an exceptional
pole, is astonishingly characterized by local distinctness or existence of certain
models. The classification of irreducible generic distinguished representations has
been widely explored in various works. Indeed, topics of the classification are
brought to light for (S, (F), ®)-distinguished representations (Shalika models) in
[Matringe 2017], for H,, (F)-distinguished representation (linear and Friedberg—
Jacquet models) in [Matringe 2015], for GL,, (F)-distinguished representations
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(Flicker—Rallis models) in [Matringe 2011], and for (GL,, (F), 0)-distinguished
representations (Bump—Ginzburg models) in [Kaplan 2017]. In particular, the
main results are summarized as, so to speak, “the hereditary property of models”
motivated from the classification of irreducible admissible generic representations
of GL,,(F) (Whittaker models) due to Rodier [1973, p. 427].

When we combine these two ingredients, the factorization of local L-functions
and the classification of distinguished representations, we obtain major applications:
the inductive relation of local L-functions for irreducible generic representations
7 =Indg" (A1 ® Ay ® -+ ® A;) (Corollary 2.14):

(1-1) Lis,mt, A= [] L. A AD ] L. Arx Ay,

I<k<t I<i<j<t

and the weak multiplicativity of y-factors for parabolically normalized induced
(not necessarily irreducible) representations 7w = IndgL’"(A1 QAR R Ay)
(Theorem 2.12):

(1-2)  ym AL~ [ v anaby) [ v aixa, v,

I1<k=t I<i<j<t

where ~ means the equality up to a unit in C[¢**] and the A; are discrete series
representations. Building upon (1-1), we can incorporate the Langlands classifi-
cation of irreducible admissible representations in terms of discrete series ones
into the theory of local L-functions. In turn, (1-2) allows us to compute local
L-functions further in accordance with the Bernstein—Zelevinsky classification of
discrete series representations in terms of irreducible supercuspidal ones. As a
consequence, we express all exterior square L-factors for irreducible admissible
representations in terms of L-factors for irreducible supercuspidal ones in a purely
local mean. This comes down to reducing our main questions to all irreducible
supercuspidal representations, which eventually serve as building blocks.

We emphasize that the third identity in the Flicker cases is not new and can be
found in [Anandavardhanan et al. 2021, Appendix A]. However, we discovered
that our technique seems to carry out uniformly to other L-functions for GL,,. As
an application of our approach, the main result of [Anandavardhanan et al. 2021]
immediately implies the agreement of local Asai L-factors for irreducible supercus-
pidal representations, which is sufficient to extend it to all irreducible admissible
representations, reflecting on the local Langlands correspondence. At this point,
unlike [Anandavardhanan et al. 2021, Appendix A], additional globalizations are not
required to generalize the equality unconditionally. In the course of following the
direction taken in [Anandavardhanan et al. 2021, Appendix A], we encountered a few
stumbling blocks. In contrast to characteristic 0 cases, we could not find a good way
to adjust the globalization of discrete series representations in [Gan and Lomeli 2018,
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Proposition 8.2] to our circumstance. As seen in several other’s work [Anandavard-
hanan and Rajan 2005; Kewat and Raghunathan 2012; Kable 2004; Yamana 2017],
there might not be a guarantee that the different places v; and v, are coprime in order
to conclude that log(q,, )/ log(gy,) is irrational, and this coprimality condition may
prompt an issue in characteristic p > 0. We propose to resolve all these difficulties by
globalizing irreducible supercuspidal representations in [Henniart and Lomeli 2011;
2013b, Theorem 3.1] and controlling all but one place in which we are interested.

In practice, we demonstrate the identity sequentially for irreducible supercuspidal
representations and eventually for discrete series representations under the working
hypothesis analogous to Kaplan’s inquiry [2017, Remark 4.18] that (GL,,(F), 6)-
distinguished discrete series representations in positive characteristic are self-dual.
Thankfully, we remove the hypothesis by investigating irreducible generic sub-
quotients of principal series representations. We expect to overcome Kaplan’s
issue beyond the principal series cases by reconciling the different definitions
of local symmetric square L-functions possessing their own insights about rep-
resentations. The poles of L(s, 7, Sym?) can be determined, by means of the
Rankin—Selberg method, using the occurrence of (GL,, (F'), 0)-distinguished rep-
resentations [ Yamana 2017], whereas the symmetric square L-functions through
the Langlands—Shahidi method L(s, 7, Symz) can be related to the presence of the
self-duality @ ~ 7, using the Rankin—Selberg L-factor L(s, 7 x ) as a product
of L(s, , A?) and L(s, 7, Symz) [Henniart and Lomeli 2011; 2013b]. Taking it
for granted that L(s, 7, Sym?) can be factored in terms of exceptional L-factors
for derivatives (see [Jo 2021, Theorem 3.15]), our discourse sheds light on some
impetus toward systematic development of symmetric square L-factors via integral
representations [ Yamana 2017] in number theoretic aspects and the classification
of (GL,,(F), 6)-distinguished representations over local function fields [Kaplan
2017] in representation theoretic perspectives. We will return to these matters in
the near future.

Finally, it is worth pointing out that the main result of this paper will be used to
prove the claim in the preprint by Chen and Gan [2021, Theorem 1.1], that the exte-
rior square L-function can be equivalently defined by the Langlands—Shahidi method
or the local zeta integrals of Jacquet and Shalika [1990] in positive characteristic.

Let us overview the content of this paper. Section 2A begins with a summary
of the theory of derivatives of Bernstein and Zelevinsky and the basic existence
theorem of Jacquet—Shalika integrals. Section 2B is devoted to classifying all irre-
ducible generic distinguished representations with respect to given closed algebraic
subgroups, especially H», and S»,, due to Matringe. By combining the factorization
of Section 2A, the classification of Section 2B, and the method of deformations and
specializations, we prove a weak version of multiplicativity of y-factors and the
inductive relation of L-factors. Using the globalization of irreducible supercuspidal
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representations presented in Section 3B, if necessary, we complete computing
local exterior square L-functions at the end of Section 3B, local Bump—Friedberg
L-functions in Section 4A, and local Asai L-functions in Section 4B.

2. Jacquet—Shalika zeta integrals

2A. Derivatives and exceptional poles. Let F be a nonarchimedean local field of
characteristic p # 0, 2. We let O denote its ring of integers, p its maximal ideal,
and ¢ the cardinality of its residual field. We will let @ denote a uniformizer,
so p = (w). We normalize the absolute value by |ew|~! = |O/p|. The character
of GL,, given by g — | det(g)| is denoted by v.

For the group GL,, := GL,,(F), we often confront the two cases: m is even and
m is odd. For the former, we let m = 2n, and for the latter m =2n + 1. Let o,, be
the permutation matrix given by

1 2--- n n+1 n+2 ---2n
O = ‘
1 3.-.-2n—-1 2 4 ... 2n
when m = 2n is even, and by
1 2--- n n+1 n+2 - ---2n 2n+1
O2n+1 = |
1 3---2n—-1 2 4 ... 2n 2n+1

when m = 2n + 1 is odd. Let B,, be the Borel subgroup consisting of the upper
triangular matrices with Levi subgroup A,, of diagonal matrices and unipotent
radical N,,. We let Z,,, denote the center consisting of scalar matrices. We define P,
to be the mirabolic subgroup given by

t

Pu={(* ) lg €L uecr'}.

We denote by U,, the unipotent radical of P,. As a group, P, has a structure of a
semidirect product P,, = GL,,_; xU,,. We let M,, be the set of m x m matrices
and N, be the subspace of upper triangular matrices of M,,. Let {¢; | 1 <i < m}
be the standard low basis of F™.
We let {r denote a nontrivial additive character of F. We let ¢ denote the

character of N,, defined by

n—1

Y(n) = wF(Zni,iH), n=(n;;) € Ny.

i=1
We denote by Ar(m) the set of equivalence classes of all admissible representations
of GL,, on complex vector spaces. Furthermore, we say that a representation
7 € Ap(m) is called generic if Hompy,, (r, ) # {0}. We say that a representation
m € Ap(m) is of Whittaker type if

dim¢ Homy, (77, ¥) = 1.
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For any character x of F*, x can be uniquely decomposed as y = xov*, where
Xo is a unitary character and s is a real number. We use the notation so = Re()
for the real part of the exponent of the character x.

If = € Ap(m) is irreducible and generic, it is known that 7 is of Whittaker
type [Gelfand and Kajdan 1975]. By Frobenius reciprocity, there exists a unique
embedding of 7 into Ind%{;’" (¥) up to scalar. The image W(r, ¥) of V; is called
the Whittaker model of . For a nonzero functional A € Hompy,, (7, 1), we define
the Whittaker function W, € W(r, ) associated to v € V; by

Wy(g) =Am(g)v), geGL,.

We set W := W,. It follows from [Bernstein and Zelevinsky 1976, Lemma 4.5]
and [Zelevinsky 1980, §9] that if A, A», ..., A, are irreducible essentially square
integrable, which we call discrete series representations, then the representation of
the form IndgL’" (A1 ®A>®---® Ay) is a representation of Whittaker type, where
the induction is the normalized parabolic induction from the standard parabolic
subgroup Q attached to the partition (m, my, ..., m;) of m and A; € Ap(m;).
Also, whenever the parabolic subgroup Q and ambient group GL,, are clear from
the context, we simply write Ind(A; @ Ay ®--- Q@ A,).

Let Rep(G) denote the category of smooth representations of an /-group G.
There are four functors W=, W, ®~, and ®*. The functor ¥~ is a normalized
Jacquet functor and @ is a normalized y-twisted Jacquet functor from Rep(P,,)
to Rep(GL,,—1) and Rep(P,,—1), respectively. Given t € Rep(P,,) on the space V;,
W™ (7) is realized on the space V;/V; (U, 1) with the action

U (T)(Q)(V + Ve (Un, D) = | det()]~*(z(g)v + Ve (Un, 1))

and the subspace V (U, 1) = (t(u)v—v | v e V;, u € Uy). Likewise (1) is
realized on the space V;/V;(U,,, ¥) with the action

O™ (D) (P) (v + Ve (Up, ¥)) = | det(p)| "2 (t(p)v + Ve (U, ¥))

and the subspace V; (U, ¥) = (t(u)v — ¢y (u)v | v € V;,u € Uy,). The functors
Wt and ®* are normalized and compactly supported inductions from Rep(GL,,_1)
and Rep(P,,—1), respectively, to Rep(P,,). Given o € Rep(GL,,—1),

Uto) = indg’ﬂm,l Um(| det(g)|"%0 ® 1) = det(g)|*0 ®1

is realized on the space V,;, where ind denotes a compactly supported induction. If
o € Rep(Py—1), then ®F(0) =indp" (| det(g)" %0 @ V).

For t € Rep(P,,), four functors are utilized to define what is called the Bernstein—
Zelevinsky k-th derivatives T®. Let T® € Rep(GL,,_;) be T® = W= (o )k~ I(7)
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for 1 <k < m. The smooth representation t affords a natural filtration by P,,-
modules
OCtmCtm1CS---Cni=t1

such that 73 /131 = (@ 1w+ (c®W) and 7, = (PH (@) (7). Let 7 =
IndgL'”(Al ® -+ ® A;) be a parabolically induced representation, where A; is
an irreducible essentially square integrable representation of GL,,, so that m =
miy+- - -+m;. Then 7® has a filtration whose successive quotients are isomorphic
to Ind(Aﬁkl) Q- ® Aﬁk’)), with k = k| + - - - + k, [Bernstein and Zelevinsky 1977,
Theorem 4.4 and Lemma 4.5]. For every 0 <k <m — 1, let (wﬂl_zo),-k:],z,wrk be
the family of the central characters of nonzero successive quotient of the form
T[i(kk) — Ind(Agkl) R ® At(kf))_

Let S(F") be the space of smooth locally constant compactly supported functions
on F". For each Whittaker function W € W(x, ¥) and Schwartz—Bruhat function
® € S(F"), we define the Jacquet—Shalika integrals:

J(s, W, D)

_ / / W(ozn(’" f)(g ))x/x“(Tr(X))@(qg)|det<g)|“dng
N,\ GL,, JN,\ M, n 8

in the even case m = 2n and

I, X 8 I,
J(S, W, (I)) =/ / / w O2n+1 In g In
Nn\GLn -A/;’I\M)l n 1 1 y 1
x  (Tr(X) @ (y)|det(g)* ' dy dX dg

in the odd case m = 2n + 1. Several nice consequences follow from inserting an
asymptotic formula over the torus for W into the local zeta integral J (s, W, ®) [Jo
2020b, Theorem 3.3 and Lemma 3.10].

Theorem 2.1. Let 7 = IndgL”’ (A1 ®A®---® A,) be a parabolically induced
representation. Let W € W(rm, ) and ® € S(F™).
(1)-(1) (Even case, m =2n ) If we have, Re(s) > —%wni(;n:zzkk) ,forall1 <k <nand
all 1 < iy, < roy, then each local integral J (s, W, @) converges absolutely.
(1)-(2) (0dd case, m =2n+1 ) If we have Re(s) > _%wﬂif"ﬁ__fkk) ,foralll1<k<n
and all 1 <iy_1 < ry—1, then each local integral J (s, W, ®) converges
absolutely.
(ii) Each J(s, W, ®) is a rational function in C(q~*), hence J(s, W, ®) as a
function of s extends meromorphically to all C.

(iii) Each J(s, W, ®) can be written with a common denominator determined
by . Hence the family has “bounded denominators”.
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Let J () be the complex linear space of the local integrals J (s, W, ®). The
family of local integrals 7 (7) is a (E[qis]-fractional ideal of C(g ~%) containing 1 [Jo
2020b, Theorems 3.6 and 3.9]. Since the ring C[g*, ¢ ] is a principal ideal domain,
the fractional ideal 7 (7r) has a generator. Since 1 € 7 (;r), we can take a generator
having numerator 1 and normalized (up to units) to be of the form P (g —)~1 with
P(X) € C[X] having P(0) = 1. The local exterior square L-function, or simply
the exterior square L-factor,

1
P(g™)
is defined to be the normalized generator of the fractional ideal 7 (;r) spanned by
the local zeta integrals J (s, W, ®).

We define the Fourier transform on S(F™) by

L(s, 7, A?) =

ci><y>=/n DY (xy)dx.

We assume that the measure on F " is the self-dual measure. Then the Fourier
inversion takes the form ®(x) = ®(—x). Let

o = (1 1)

denote the long Weyl element in GL,,. For (7, V;) € Rep(GL,,), let 7' denote
the representation of GL,, on the same space V, given by 7'(g) = n('g™!). If
7 is irreducible, it is known that 7* >~ 7, the contragredient representation of 7.
The parabolically induced representation 7' = Ind(&, QA1 ® QA 1) is,
again, of Whittaker type. If W € W(m, ¥), then W(g) := W (w,, 'g”") belongs to
W', ¥~ 1). We let 7,, be a matrix given by
I I
( ”), when m = 2n, I, , when m =2n+ 1.
I,
1

As a consequence of the uniqueness of bilinear forms on W(x, ¥) x S(F"), we can
define the local y-factor, which gives rise to the local functional equation for our
integrals J (s, W, ®) [Cogdell and Matringe 2015; Matringe 2014] (see [Jo 2020a,
Theorem 2.10, (2.1)]).

Theorem 2.2. Let m = IndgL’" (A1 ® A ®---® A;) be a parabolically induced
representation of GL,,. Then there is a rational function y (s, w, A>, ¥) € C(g™*)
such that for every W in W(r, V), and every ® in S(F™), we have

J(1=s5,0@)W, ®) =y(s, 1, A2, ¥)J (s, W, D),

where o denotes right translation.
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An equally important local factor is the local e-factor

L(s, m, A?)

2 2
b b /\ b == b b /\ b —7
es, V)=y(s, w/f)L(1 )

which is an invertible element £ (s, 7, A2, Y) in C[qis]. With the local g-factor, the
functional equation becomes

J( =5, 0(m)W. ®)

J(s, W, d)
2

- 9 ’/\ 9
L(1 —s, 7, A2) e(s, 7 ¥

L(s,m, A2)

Letm = IndgLZ” (A1 ®A)®---® A,) be a parabolically induced representation.
Let So(F™) be the subspace of ® € S(F") for which (0, 0, ..., 0) = 0. Suppose
there exists a function in 7 (7) having a pole of order dy, at s = so. We investigate
the rational function defined by an individual zeta integral J (s, W, ®). Then the
Laurent expansion about s = sg will take the form

By, (W, @)
(g* =g
We define the Shalika subgroup S», of GL,, by

Son = {(1 IZ)<h h) ‘ZEM,,, heGLn}.

Let us denote an action of the Shalika subgroup S, on S(F") by

(- 2)( oo

for ® € S(F"). The coefficient of the leading term, B, (W, ®), will define a
nontrivial bilinear form on W(r, 1) x S(F") enjoying the quasiinvariance

J(@s, W, 0)= + (higher order terms).

By, (0()W, R(g)®) = |det()| =y (Tr(2)) By, (W, @)

for g = (I" IZ)(h h) € S7,. The pole at s = s of the family 7 (;r) is called exceptional

if the associated bilinear form B,, (W, ®) vanishes identically on W(rr, 1) x So(F").
If s = 50 is an exceptional pole of 7 (;r), then the bilinear form Bj, factors to a
nonzero bilinear form on W(r, ) X S(F")/So(F"™). The quotient S(F")/So(F")
is isomorphic to C via the map & — & (0). Let ® be the character of S, given by

() ) v

We say that w € Ap(2n) is (S2,, ©)-distinguished if Homg, (7, ®) # {0}. A nonzero
linear functional A in Homyg,, (77, ®) (respectively, Ay in Homg, (7, v92@)) is
called a Shalika functional (respectively, a twisted Shalika functional). If s = sg is
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an exceptional pole, then the form By, can be written as By, (W, ®) = Ay, (W) P (0)
with Ay, the Shalika functional on W(r, ). Using the notation, we let

Lex(s, m, A%) = [ J(1 = g%g ™),
S0
where s¢ runs through all the exceptional poles of 7 (;r) with dy, the maximal order
of the pole at s = sg. The factorization of local exterior square L-functions proposed
by Cogdell and Piatetski-Shapiro asserts that it can be expressed in terms of the
exceptional exterior square L-factors of the derivatives of 7 [Jo 2020b].

Theorem 2.3. Let 7 = IndgL’" (AR A ®---® A;) be an irreducible generic rep-
resentation of GL,, such that all the derivatives 1® of w are completely reducible
with irreducible generic constituents of the form ni(k) = Ind(Agk‘) R ® A;k‘))
withk =k, +---+k;. Foreachk,i is indexing the partition of k. Then:

(i) m=2n: L(s, w, A?) = lemy {Lex(s, rrl.(zk), /\2)_1},
(ii) m =2n+1: L(s, 7w, A%) =lemy i { Lex (s, 72D, A2,

where the least common multiple is with respect to divisibility in C[g™*] and is taken
overall k withk=0,1,...,n—1 and for each k all constituents ni(Zk) (respectively,
7Dy of T @0 (respectively, kD),

A similar definition for Lex(s, 7w X o) and a factorization formula has been
constructed by Cogdell and Piatetski-Shapiro in the context of local Rankin—Selberg
L-functions for a pair of representations (i, o) of GL,, [Cogdell and Piatetski-
Shapiro 2017; Matringe 2015, §4.1].

2B. Classifications of distinguished representations. For m = 2n, we let My,
denote the standard Levi subgroup of GL;, associated with the partition (n, n) of 2n.
Let wy, = 07,, and then we set Hy,, = wo,, M>, w;. Let wo, 41 =w2142/GLy,,, SO that

12.--- n4+1 1 n+2 n+3--- 2n 2n+1
w = .
AL 3 1 2 4 ...2m—2 2n

In the odd case, wo,+1 # 02,+1, and we denote by My, 11 the standard Levi subgroup
attached to the partition (n + 1, n) of 2n + 1. We set Hy,+1 = w2n+1M2n+1w2711Jrl.
We observe that H,, is compatible in the sense that H,, NGL,,_; = H,;,—1. If « is
a character of F* and diag(g, g') € M,,, we denote by x, the character

Xo © Wiy ,w,, =«
g det(g’)

of H,,. Let x be a character of H,,. We say that w € Ap(m) is (H,,, x)-distinguished
it Homg, (r, x) #0. If x is trivial, it is customary to say that & is H,,-distinguished.
In order to classify all irreducible generic distinguished representations, we need to
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know that the induced representations of the form Indng" (A® A) are distinguished.
These types of properties over non-Archimedean local fields in characteristic zero
were originally investigated by Cogdell and Piatetski-Shapiro [1994]. Afterwards the
conjecture was settled by Matringe [2015; 2017]. Parts of the proof of [Matringe
2015, Proposition 3.8] contain inaccuracies, and subsequently it is clarified in
[Matringe 2017, Proposition 5.3].

Proposition 2.4 (N. Matringe). Let A be discrete series representations of GL,
and o a character of F*. Then irreducible generic representations of the form
Indng” (A ® A) are both (Hay,, xo)- and (S, ©)-distinguished.

Proof. We consider parabolically induced representations of the form
I :=IndJ"™" (Agv* ® Agv™),

with A a unitary discrete series representations of GL,, and s a complex parameter.
The proof in [Matringe 2015, Proposition 3.8] relies on Bernstein’s analytic continua-
tion principle for invariant linear forms. In order to apply it to positive characteristic,
we need to explain that the space Homyg,, (I, ®) is of dimension at most one for all
s except the finite number for which IT; is irreducible. However, if this is the case,
Homyg, (T1,, ®) embeds as a subspace of Homy,, p,, (I, 1,,) via [Matringe 2014,
Proposition 4.3] along with Homyg,, (T, ®) € Homg, np,, (ITs, ®). Thanks to an
auxiliary deformation parameter s, the proof of [Matringe 2015, Proposition 5.1-8]
asserts that except for a finite number of s, the space Homp,,p,, (ITs, 15,,) is of
dimension at most 1, as desired.

Alternatively, the quickest way is to use the equivalence between (Ha,, Xq)-
distinctions and (S»,, ®)-distinctions [Yang 2022, Corollary 3.6], which only
depends on Gan’s approach of theta correspondence [2019, Theorem 3.1]. This
allows us to reduce to the case for &« = 0, where the result is immediate from Blanc
and Delorme [2008], as described in [Matringe 2014, §5]. We refer the interested
reader to [Offen 2018, Proposition 3.2.15] for an expository construction of this
open orbit contribution. ([

We are now ready to introduce the classification of (Hy,, xq)-distinguished
representations that was established by Matringe [2015, Theorem 3.1]. The classifi-
cation result holds in positive characteristic p # 2, though written in characteristic
0 only. Indeed, the proof relies crucially on Bernstein and Zelevinsky’s version of
Mackey’s theorem [1977, Theorem 5.2], the explicit description of discrete series
representations and their Jacquet modules [Zelevinsky 1980, Proposition 9.5],
and the fact that a discrete series representation of GL,,4; cannot be Hy, -
distinguished [Matringe 2014, Theorem 3.1]. All the aforementioned properties are
true in positive characteristic (see [Anandavardhanan et al. 2021, Appendix A] and
[Gan 2019, §4)).
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Theorem 2.5 (N. Matringe, m = 2n). Let m = Indng"(Al RAR - Ay)
be an irreducible generic representation of GLy,. Let o be a character of F*
with 0 < Re(x) < % Then w is (Hay, Xo)-distinguished if and only if there is a
reordering of the A; and an integer r between 1 and [t /2], such that A;+1 = A; for

i=1,3,...,2r =1, and A; is (Hpy,, xo)-distinguished for i > 2r.

For a discrete series representation A of GL,,, A is Hj,-distinguished if and
only if it is (S2,, ®)-distinguished. Matringe [2014, §5], using an analytic approach,
and Gan [2019, Theorem 4.2], using the theta correspondence, individually settled
this connection. Combining this with [Matringe 2017, Theorem 1.1 and Proposi-
tion 5.3], we classify the (S,,, ®)-distinguished generic representation of GL,, in
terms of (S2,,,, ®)-distinguished discrete series representations A; [Matringe 2017,
Corollary 1.1]. We refer the reader to [Matringe 2017] for further details of the proof.

Theorem 2.6 (N. Matringe). Let w =Indg > (A|® Ar®- - -® A,) be an irreducible
generic representation of GLy,. Then m is (Sz,, ©)-distinguished if and only if
there is a reordering of the A; and an integer r between 1 and [t /2], such that
Ajy1 = A,-fori =1,3,...,2r =1, and A; is (Szp,, ©)-distinguished for i > 2r.

In the light of Theorem 2.5, Theorem 2.6, and [Gan 2019, Theorem 4.2], Ma-
tringe and Gan’s equivalence is valid in more general setting of irreducible generic
representations of GLj,,.

2C. Deformations and specializations. Let m = Indng (A RAQ---®A;) bea
parabolically induced representation of GL,,. Let D, denote the complex manifold
(C/(2Tri/ log(q))Z)t. The isomorphism D, — (C*)" is defined by

wi=(ui, uy,...,u;) — qg*:=(q",q", ..., q¢").
We use g** as short for (g™1, g2, ..., g™*). For u € Dy, we set
m, =Indg " (A" @ Ay @+ ® AV™).
Let us set
gk k) — IndgL’" (Aikl)v’“ ® Ag‘Z)v”Z ® @ AKI .

Section 2C is indebted to Cogdell and Piatetski-Shapiro [2017], and we closely
follow the path of the adaptation that was used in [Matringe 2009; 2015; Jo 2020a]
to study the characteristic zero case. In particular, the deformation and specialization
argument is widely available in the literature [Cogdell and Piatetski-Shapiro 2017;
Matringe 2009; 2015; Jo 2020a]. Henceforth, we only remark on the nature of
the difference but the reader should consult [Cogdell and Piatetski-Shapiro 2017;
Matringe 2009] for complete details.
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Definition 2.7. We say that u = (uy, ua, ..., u;) € Dy is in general position if it
satisfies the following properties:

(i) For every sequences of nonnegative integers (k1, ko, ..., k;), a nonzero repre-
sentation

is irreducible;

(i) If (ayry, asra, ..., a;ry) and (byry, bors, ..., byry) are two different sequences
such that

then two representations
Ind(Agalrl)vul ® A%ﬂzrz)vuz R ® At(azrz)vuz)
Ind(Agblrl)Vul ® A;ber)l)uz QR ® A;b,r,)vu,)

possess distinct central characters;

(i) If G, j, k, 0) €{1,2,...,t}, with {i, j} # {k, £}, then L(s, A;v" x A;v"/) and
L(s, Apv* x Agv*t) have no common poles;

(iv) If (i, j) € {1,2,...,t}, with i # j, then L(s, A;v", A?) and L(s, Ajv'i, A?)
have no common poles;

v) If (@, j,k)e{l,2,...,t}, withi#j, then L(s, A;v"'xA;v"/) and L(s, Agv", A2)
have no common poles;

(vi) If 1 <i#j<tand (Al(“"’i))” o~ AJ(.“f’-f)v" for some complex number e, then
the dimension of the space

HomPZ(ni—airi)mSZ(ni—airi) (Ind(Al(aiff)v(Mi+Mj+€)/2 ® (Al(airi)v(ui"‘”j"'e)/z)'\’)’ @)

is at most 1.

We confirm that off a finite number of hyperplanes in u, the deformed represen-
tation i, is in general position [Jo 2020a, Proposition 4.1]. The important point is
that u € D, in general position depends only on the representation m, not s € C.
The purpose of (ii) is that outside a finite number of hyperplanes, the central char-
acter of g (@1r1:92r2:-4171) gre distinct and therefore there are only trivial extensions
among these representation. As a result, off these hyperplanes, the derivatives
70 = @ @rar.arn are completely reducible, where k = Y ;_,a;r; and each
7115“1”’“2’2 """ @r) are irreducible. Conditions (i) and (ii) ensure that Theorem 2.3
is applicable. The purpose of Condition (vi) is that the occurrence of the excep-
tional pole of L(s, 7, A?) at s = 0 can be determined by the existence of Shalika
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functional from [Jo 2020a, Lemma 3.2]. Throughout Section 2C, we assume the
working hypothesis proposed by E. Kaplan [2017, Remark 4.18] for fields of odd
characteristic.

Working Hypothesis. Let A be an (5,,, ®)-distinguished discrete series represen-
tation of GLy,. Then A is self-dual. Namely, A~ A.

The following statement is a consequence of the working hypothesis along with
Theorem 2.6:

Corollary 2.8. Assume the working hypothesis. Let w =Ind8L2”(A1®A2® QA)
be an irreducible generic representation of GLy,. If 7w is (S2,, ®)-distinguished,
then 1 is self-dual. Namely, 7 ~ 7.

The working hypothesis needs not be considered for the subclass of irreducible
principal series representations induced from Borel subgroups due to Theorem 2.6,
and we shall verify the presumption case-by-case in Section 2.

Proposition 2.9. Let m = Indglf” X1 ®x2®---® xon) be a (S, O)-distinguished
irreducible principal series representation of GLy,. Then w is self-dual. Namely,
T .
Now we provide an interpretation of Theorem 2.6 in terms of local L-functions,
which is analogous to [Matringe 2015, Proposition 4.13].
Proposition 2.10. Let 7 = Indng” (AIT®A®---® A;) be an irreducible generic
representation of GLa,, where each A; is a discrete series representation of GL,,,
with 2n = Z§:1 n; andt > 2. Suppose that Lex (s, 7, A2) has a pole at s = sq. Then
we are in one of the following cases:
(i) There are (i, j) € {1,2,...,t}, withi # j, such that n; and n; are even, and
Lex (s, Ajy A2) and Lex (s, Aj, A2 have s = so as a common pole.
(ii) Thereare (i,j,k,€)e{1,2, ... t},with{i,j}#{k, £}, suchthat Lex(s, A; X Aj)
and Lex (s, Ag X Ay) have s = sg as a common pole.
(iii) There are (i, j, k) € {1,2,...,t}, with i # j, such that n; is even and
Lex(s, A; x Aj) and Lex(s, A, A2) have s = s as a common pole.
Proof. Suppose that Lex(s, 7, A2) has a pole at s = s9. Since L(s, 7, A2 =
L(s — 5o, mv*/2  A?), the representation 7v%/2 admits a nontrivial Shalika func-
tional. We know from Theorem 2.6 that 77 v**/? is isomorphic to

Ind((A[1 p3/2 & (A, v“'O/Z)N) R - ® (A,-r /2 (A, v‘YO/z)N)
® A, V2g... ® A, vSo/Z)’
with 0 <r <[t/2], where A p%0/2 affords a Shalika functional and each nj is even

for all j > r. Putting it in a different way, (A;v%/?)™ ~ Ajvs"/2 with i # j, or
Axv*/2 owns a Shalika functional, where n is an even number.
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According to [Matringe 2015, Proposition 4.6], (A;v%/2)~ ~ A;v%/2 or equiva-
lently A; ~ A;v* if and only if Lex(s, A; X A;) has a pole at s = sy.

If Axv*/? has the Shalika functional, the space Homyg, (Ax v%/2 @) is nontriv-
ial and its central character w2 is trivial. Since Axv*/2 is the irreducible
square integrable representation, we obtain from [Jo 2020a, Proposition 3.4] that
Lex (s, Agv*/? A?) has a pole at s = 0, or equivalently, Lex (s, Ag, A?) has a pole
at s = so. Therefore s = sgp is the common pole for either of three cases in
Proposition 2.10. ]

Let A be a discrete series representation. Such a representation A is the unique
irreducible quotient of the form: Indng (PR pr®---@pvt~1), where the induction
is a normalized parabolic induction from the standard parabolic subgroup Q attached
to the partition (v, r, ..., r) of m =rf and p € Ar(r) is irreducible and supercuspidal
[Zelevinsky 1980]. We denote by A = [p, pv, ..., pvé_l] such a quotient. Using
Hartogs’ theorem [Jo 2020a] is closer to the original spirit of the direction in [Cogdell
and Piatetski-Shapiro 2017]. Nevertheless, we present an alternative approach
employing Proposition 2.10 to keep uniformity with [Matringe 2009; 2015].

Proposition 2.11. Assume the working hypothesis, and let us denote by m =
IndgL’" (A1 ® A ®---® Ay) a parabolically induced representation of GL,,. Let
u= Uy, u,...,u) € Dy bein general position, and let

u =Indg" (A" @ A ® -+ ® AV™)
be the deformed representation. Then we have the following:
() Lis,mu A= [] Le+2u, A A [ LG +uitu, Aix A).

I<k=t I<i<j<t

(ii) There is a polynomial Q(X) € C[X] such that
L(s, 7, A= 0(q™") ]_[ L(s, A, A?) ]_[ L(s, A; X A)).

1<k<t I<i<j<t
Proof. Let us take A; to be associated to the segment [p;, p;V, .. ., p; V%11, with p;
an irreducible supercuspidal representation of GL,,, m; =r;{;, and m = Zf: 1 Fili
Keeping Theorem 2.3 in mind, we set

L(s,m,, AD) ! = lcm{LeX(s, (@ aar. . aire) /\2)*1},

where 0 <a; <¥{¢;, m— Zleairi is an even number, and the least common multiple
is taken in terms of divisibility in C[¢g™*]. Suppose that Ly (s, 715“" 128272, T7) A2
has a pole at s = 5. If the number of indices i such that r; # ¢; is more than 3, we
deduce from Proposition 2.10 that:

(i) There are (i, j) € {1, 2, ..., t}, with i # j, such that m; —a;r; and m; —a;r;
are even, and L(s, A§“i’i)v”f, /\2) and L(s, Aj(.“-/r-/')v“f, /\2) have s = 59 as a
common pole.
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(ii) There are (i, j, k, £) €{1,2, ..., t}, with {i, j} # {k, £}, such that the functions
L(s, Alarypti x A](“f’/)v“f) and L(s, A{pte x A@ryie) have s = sq as
a common pole.

(ii1) There are (i, j, k) € {1,2,...,t}, with i # j, such that mj; — ayry is even, and
L(s, Af“"”’)v”" X Aj(.“f'rf)v”-/) and L(s, A,(C“k”f)v”", /\2) have s = s as a common
pole.

However, Conditions (iii), (iv), and (v) of general positions ensure that the above
scenario cannot happen as long as u is in general position, because exceptional
poles are poles of original L-factors L(s, A; x Aj) and L(s, A, A?). Owing to [Jo
2020a, Corollary 4.11], when there exists exactly one pair (i, j) of indices i # j
such that r; # ¢; and r; # £, we have

Lex(s, Ind(Afairi)v“f ® A;ajr‘f)v”j), A?) = Lex(s, A;airi)v“i X A;ajr‘f)v”f).

If i is the only index such that r; # ¢;, it is nothing but Ly (s, AE“"”)U”", A2).

To summarize, Lex(s, néalr"“zrz""’“"'), A2) is equal to Le(s, Ag“i’f)v”" xA(,.“f’f)v”f)
for i < j or Lex(s, Alg“""’)v”f, A2). Following the rest of the proof in [Jo 2020a,
Theorem 5.1], we arrive at

L(s, ,, A?) = 1_[ L(s, Agv™, A?) l—[ L(s, Ajv" x Ajp")

1<k<t I<i<j<t
— ]_[ L(s + 2ug, A, A?) ]_[ L(s4ui +uj, A; x A)).
1<k<t I<i<j<t

Concerning the second part, let W be the Whittaker model associated to Ty
[Cogdell and Piatetski-Shapiro 2017, §3.1]. For W, € W, it follows from
the standard Bernstein’s principle of meromorphic continuation and rationality
[Jo 2020a, Propositions 4.2 and 4.4] that J (s, W, ®) defines a rational function
in C(¢g—*, ¢g~*). We conclude (i), that the rational function

J(Sa Wy, ®)
[Ti<kes L(s 4 2uk, A, A2) Hl§i<j§t L(s4ui+uj, Aj x Aj)

has no poles on the Zariski open set of u in general position. We can take one step
further to assert that the ratio lies in C[¢g™*, g™] by the proof of [Matringe 2015,
Lemma 5.1] and [Jo 2020a, Proposition 5.3]. The statement is now an immediate
consequence of specialization to u = 0. U

We denote by P ~ Q that the ratio is a unit in C[g +5] for two rational functions
P(g™*) and Q(¢g™°) in C(¢~*). As alluded in the Langlands—Shahidi method
[Ganapathy and Lomeli 2015; Henniart and Lomeli 2011; 2013b; Lomeli 2016],
the unit emerging in Theorem 2.12 (ii) will be presumably 1. This is so-called the
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multiplicativity of y-factors. However, demonstrating the multiplicativity property
requires manipulating integrals in a delicate manner. Nonetheless, it seems likely
that the weaker one that is relevant to us is enough for the application therein.

Theorem 2.12. Assume the working hypothesis. Let 1 = IndSL’” (A1RAR---QA))
be a parabolically induced representation of GL,,. Letu = (uy, us, ..., u;) € Dy be
in general position and 7w, = IndgL”’ APV @AW R---Q A V") be the deformed
representation. Then we have the following:

Q) y (s, m, A Y~ [T vy +2uk, Ak, AL W) [T y(stuituj, AixAj, ),

1<k=t I<i<j<t
(11) )/(S,JT, /\z,lﬁ)’v l_[ )/(S,Ak,/\z,W) l_[ 'J/(S, AzXA/,W)
1<k<t I<i<j<t

Proof. The proof proceeds along the line of [Jo 2020a, Proposition 5.4] and
[Matringe 2015, Proposition 5.5] by applying Theorem 2.2 and Proposition 2.11 to
our framework, and this idea originated from Cogdell and Piatetski-Shapiro [2017,
Proposition 4.3]. Statement (ii) can be shown by specializing to u = 0. (]

To proceed further, we adopt the terminology from [Cogdell and Piatetski-Shapiro
2017; Matringe 2015]. We say that m € Ar(m) is a representation of Langlands
type if E has the form IndgL’" (Ao VT ® App V2 ®- - - ® Ay, V"), where each A,; is
the irreducible square integrable representation of GL,,,, m1 +ma2+---+m; =m,
each u; is real, and they are ordered so that u; > up > --- > u,. Let m be
an irreducible admissible representation of GL,,. Regardless of being generic,
m can be realized as the unique Langlands quotient of Langlands type E =
Indng (AcV" Q@ Appv™2 ® - - - ® A v"") which is of Whittaker type. The exterior
square L-factor is defined to be

L(s, 2, A>) = L(s, m, A?).

Theorem 2.13. Assume the working hypothesis. Consider a representation of
Langlands type of GL,,,, © :IndgL’” (A1 V"R AHV2Q: - - Q@A V™). Then we have

L(s, 7, A} = ]_[ L(s + 2ug, Aog, A?) ]_[ L(s+ui+uj, Aoi X Ao)).

1<k<t I<i<j<t

Proof. The proof is akin to those of [Cogdell and Piatetski-Shapiro 2017, Theo-
rem 4.1], [Jo 2020a, Theorem 5.7], and [Matringe 2009, Theorem 4.26]. In order
to be concise, we do not include the complete details. (]

We pass to the case of irreducible generic representations.
Corollary 2.14. Assume the working hypothesis. Let m= IndgL’”(A 1RAR- - -QA,)

be an irreducible generic representation of GL,,. Then we have

Ls,m, A= [] LG A A? ] Lis Aix Ay

1<k<t I<i<j<t
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Proof. Since r is irreducible, essentially square integrable representations A; can
be rearranged to be in Langlands order without changing 7. (]

We define the symmetric square L-factor to be the ratio of Rankin—Selberg
L-factors for GL,,, x GL,, by exterior square L-factors for GL,,:

L(s,m x1)

2-1 L(s,7,Sym?) = —— "~~~
(2-1) (s, m, Sym~) Lot D)

In comparison to [Matringe 2009; 2015], we pursue purely local means more
to express a local exterior square L-function in terms of local L-functions for
supercuspidal representations. Performing this step has the benefit of making the
globalization result of Henniart and Lomeli [2011; 2013b] feasible, instead of
globalizing discrete series representations [Kaplan 2017; Kewat and Raghunathan
2012; Matringe 2009] as a black box.

Theorem 2.15. Assume that the working hypothesis holds for the subclass of all
irreducible supercuspidal representations. Let A, = [pov_(z_l)/ 2 ..., pov“_l)/ 2]
be an irreducible square integrable representation of GLy,, with p, an irreducible
unitary supercuspidal representation of GL,.

(1) Suppose that € is even. Then we have

£/2

L(s, Ao, /\2) =1_[L(s, pov(£+1)/2—i’ /\Z)L(s, ,oovz/z_i,Symz);
i=1
22

L(S, Aoa SymZ) =1_[L(S, pov(f-i-l)/z_i,SymZ)L(S,vaZ/Z—i, /\2).
i=1

(ii) Suppose that £ is odd. Then we have

(£+1)/2 “—1)/2
L(S, Ao,/\z)= 1_[ L(S, pov(€+1)/27i’ /\2) l_[ L(S’povﬁ/zfi’symZ);

i=1 i=1
+1/2 (e—=1/2
L(s, Ao, Symz) — 1_[ L(s, pov(£+1)/2—i, Symz) 1_[ L(S, pov€/2—i’ /\2);

i=l i=l
Proof. Our proof is truly influenced by Shahidi [1992, Proposition 8.1]. By the
uniqueness of the Whittaker functional, the Whittaker model for A, agrees with
that for & = Ind(,oov_(‘z_l)/2 R Q® ,oov(z_l)/z). Likewise the same feature holds
for &' .= Ind(,5ov_(£_1)/2 S ﬁov(‘z_l)/z) and A,. This puts us in a position to
manifest that

y (s, Ao, /\2, v) = y(s, Ind(,oov_(e_l)/2 R ® pov([_])/z), /\2, w).
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Let u be in general position and &, = Ind (pov*1 =" D/2 @ ... @ poveT(E=1/2) jts
associated deformed representation. Upon noting the assumption that any (.S,,,, ©)-
distinguished irreducible supercuspidal representation p is self-dual, we see that
Proposition 2.10 to Theorem 2.12 can be completely carried over verbatim to
the triple (A, &, &,). The remainder of the proof is parallel to that of [Jo 2020a,
Theorem 5.12] (cf. proof of Proposition 4.3), and we find
2 . .
[T L(s. pov©D/271 A2 L(s, pov*/>~F, Sym?), ¢ even,
2y _ Ji=1
L(s, Aos A=Y (a2 o @=n)2 .
I1 L(s, pov /2= /\2) I1 L(s, ,oovz/z_’,Symz), £ odd.
i=1 i=1
The expression of the local symmetric square L-function L(s, A,, Sym?) is a direct
consequence of the factorization L(s, Ao X A,) = L(s, Ao, A)L(s, Ao, Symz),
just as in (2-1). O

2D. The equality for principal series representations. We briefly review the
Langlands—Shahidi method for the local exterior square L-function [Ganapathy and
Lomeli 2015; Henniart and Lomeli 2011]. Let G = Sp,,, be a symplectic group
over F in 2m variables. The group M ~ GL,, can be embedded as a Levi component
of a maximal Siegel parabolic subgroup P = M N with unipotent radical N. Let
r be the adjoint representation of the L-group of M on Ln, the Lie algebra of the
L-group of N. We can check that r = r; & rp. The irreducible representation 7
gives the standard y-factor of GL, and r, gives the Langlands—Shahidi exterior
square y -factor,
Y (s, 7,12, ¥) = yrs(s, T, A2 P).

The y-factor yrs(s, 7, A2, Yr) defined in [Henniart and Lomeli 2011] is a rational
function in C(¢~*). Let P(X) be the unique polynomial in C[X] satisfying P(0) =1
and such that P (¢ ") is the numerator of y; s(s, 7, AZ, ). Whenever 7 is tempered,
the local Langlands—Shahidi exterior square L-function is defined by

L(s, p, A} :=P(q~*)".

We observe that 7 tempered implies that L(s, p, A2) is holomorphic for Re(s) > 0
[Henniart and Lomeli 2011, §4.6]. The Langlands—Shahidi exterior square e-factor
is defined to satisfy the relation

L(1—s,7, A?)

2 _ 2
e (s 7 A% ) = yas(o, AL =

Besides, various types of L-factors L(s, m, Symz) for G = SOy41, L(s, T X TT)
for G = GL,,,, and L(s, &, As) for G = U,,, can be extracted from [Henniart and
Lomeli 2013b; Lomeli 2016].
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Proposition 2.16. Let A be a discrete series representation of the form
(22) D oxvs v,
where x is a character of F*. Then we have

L(s, A, A%) = L(s, A, A).

As a consequence, if £ = 2n is even and A is (S2,, ®)-distinguished, then A is
self-dual.

Proof. Just as observed in Proposition 2.9, the working hypothesis does not need
to be checked for the character y of F*, and A is automatically self-dual. As
in the proof of Theorem 4.4, we can easily reduce it to the case where A is a
unitary representation. We are then left with applying Theorem 2.15 to A, from
which the equality shall follow by comparing it with the work of Shahidi [1992,
Proposition 8.1]. O

Let us turn our attention to the subclass of irreducible generic subquotients of
principal series representations. This class is not necessarily spherical.

Proposition 2.17. Let m be an irreducible generic subquotient of a principal series
representation of GL,,. Then we have

L(s, 7, A?) = L(s, T, A).

Proof. From [Bernstein and Zelevinsky 1977; Zelevinsky 1980], r is of the form
Ind(A1 ® Ay ® --- ® A;), where each A; is either a character y; of FF* or a
discrete series representation given by the segment of the form (2-2). In considering
Proposition 2.16, any (525, , ®)-distinguished representations A; satisfy the working
hypothesis. The inductive relation formula, Corollary 2.14, is applicable, and it can
be shown that

Lis.mt, A= [] L. A AD T Lis. A x Ap.
1<k=<t I=i<j=t
In the aspect of Proposition 2.16, we only need to compare it with [Ganapathy and

Lomeli 2015, Theorem 3.1 (xi)]. [l

The unramified character x means that it is invariant under the maximal compact
subgroup O™ of F*. As before, the working hypothesis is no longer needed for
the set of irreducible unramified representations. Hence, Corollary 2.14 in the
preceding section Section 2C, has the following result:

Corollary 2.18. Let w = Indg'];’" X1 ®x2® - ® xm) be an irreducible full induced
representation from the Borel subgroup of unramified character y; of F*. Then

y 1
L, A= ] 1—xi (@) xj(@)g=s"

I<i<j<m
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3. Local to global argument

3A. Eulerian integral representations. We denote by [, the residue field of F,
and let k = [, (¢) be a (global) function field of the projective line P! over F,. Let
A denote its ring of adeles. Let (I1, V1) be a cuspidal automorphic representation
of GL,,(A). We denote by |P!| the set of closed points of P!'. The set |P'] is in
bijection with the set of places of k. Hence we write by abuse of notation |P!| for
the set of places of k. Since I is irreducible, we have restricted tensor product
decomposition I1= ®; IT, with (IT,, Vp,) irreducible admissible generic represen-
tations of GL,, (k,) [Flath 1979], see [Cogdell 2003, §4]. Let its central character
be wr. We let P,_1,1 = Z, P, be the standard parabolic subgroup associated to the
partition (n — 1, 1) of n. Each ® € S(A") defines a smooth function on GL,(A),
left invariant by P,(A), by g — ®(e,g) for g € GL,(A). We consider the function

f(s, g @, 0m)= Idet(g)lsf on(2)P(ze,g)|z|"™ d*z,
AX

with the absolute convergence of the integral [Jacquet and Shalika 1981, (4.1)]. We
extend w, to a character of P,_1 1 by wn(p) = wn(a) for p = (h Z) € Py_1.1. We
construct the Eisenstein series by

E(s, g ®, on) = Y. F(s,yg % on)
yepnfl,l(k)\GLn(k)

This series is convergent absolutely for Re(s) > 1 [Jacquet and Shalika 1981,
(4.1)]. The mirabolic (Godement-Jacquet) Eisenstein series E (s, g; ®, wr) has a
meromorphic continuation to all of C and satisfies the following functional equation
[Jacquet and Shalika 1981, §4]:

(3-1) E(s, g ®, 0n) =E(—s,'g; d, 07",

! and the Fourier transform on S(A") is defined by

where ‘g =g~

b(y) = /A S (xy) dx.

Form =2n, ® € S(A"), and ¢ € Vy, we let

I, X
o= [ Lo ("))
Z3 (k) GLy 00\ Ly (A) J My (k) \ M, (A) nJ\ &

x ¥ WTe(X)E(s, g : @, wn) dX dg.
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Form =2n+1, ® € S(A"), and ¢ € V1, we define a global integral as

Ly (s, @, @)
I, X Z\ (g I,

= / / / / @ I g I,
" JGL, (k)\ GLa (A) J My, (k) \ M, (A) Jkm\ A 1 1

y 1
x Y H(Te(X)® (y) |det(g)|* ' dZ d X dg dy.

The following theorem gives a meaning to these global integrals:

Theorem 3.1. The integral Iy (s, ¢, ®) is convergent for Re(s) large enough, rep-
resents a meromorphic function on the entire plane, and satisfies the functional
equation )

]lﬂ(sa (pv q)) = Ilﬂ71 (1 - Sa Q(Tm)(;jv qD)v
where o denotes right translation and ¢(g) = ¢('g).

Proof. The analytic properties have been established for the even case m = 2n in
[Jacquet and Shalika 1990, §5] and the odd case m =2n+ 1 in [Jacquet and Shalika
1990, §9]. The functional equation for m = 2n follows immediately from that of the
Eisenstein series E(s, g : ®, wry) (3-1). See also [Kewat and Raghunathan 2012,
Theorem 3.11]. We take this occasion to refine the elaboration for m = 2n + 1
in [Cogdell and Matringe 2015, §3.5] thoroughly. If ¢ € Vp, then ¢ and ¢, are
defined in [Jacquet and Shalika 1990, p. 219]:

I, I, y ~
wl(g)=/ elel &L ||2Gdy; <pz(g)=/ olg| ©n (="y) dy,
An An
y 1 1
where ® € S(A"). We begin to deal with the equation on the bottom of page 219
in [Jacquet and Shalika 1990]:

I, X L, Z\/[g

f / @1 I, I, g v (Tr(X)dX dZ
AT J M, ()\M,, (A) 1 1 1
I, X I, g
= f / ©2 I, I, g
AT J M, (K)\M,, (A) 1 71 1

x YN (Tr(X)) dX dZ |det(g)].

(Here, ¢ in the corresponding formula in [Jacquet and Shalika 1990, p. 219]
seems to be ¢,). As opposed to Jacquet and Shalika who conjugate them with the
permutation matrix
Wn
Wy )
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we exploit 1p,41. This articulation is consistent with the shape of the local func-
tional equation in [Cogdell and Matringe 2015, Theorem 3.1]. By applying
g r2n+1‘gr2;1+1, and then changing the variables X — —X and Z — —Z,
the above integral is written as

I, X I, 27\ /['g7!

/ / @2 In In tg_l Ton+1
AT S My 0\ M, (8) 1 1 1

x ¥ (Tr(X)) dX d Z |det(g)|.

We insert the definitions of ¢; and ¢, and utilize the assignment g +— r2n+1‘gr2_nl+1
on the last matrix. After the change of variables y — —y, the identity becomes

L, X Z\ (g Iy
T Y SO | | R [ (e
nJiman J s, 0\ M, (8) 1 1 y 1
x Y (Tr(X) @ (y) dX dZ dy
L X Z\ (g Iy
:/ / / ¢ I, ‘g~ I ] Ton
n A J M 0\ M, () 1 1 y 1

< Y (Te(X)D(y) dX dZ dy|det(g)]
from which the desired global functional equation for integrals follows. (]
Let

Wy (g) = / p(ng)y ! (n)dn,
N )\ Ny (A)

W,(g) = / P (wung) ¥ (n) dn
N (K)\Np, (A)

be the associated Whittaker function of ¢ and ¢, respectively. We have yet to check
that our integrals are Eulerian.

Proposition 3.2 (Jacquet—Shalika). For ¢ € Vi and ® € S(F™), global Jacquet—
Shalika integrals

I, X
ots. W @) = [ | w((" 1))
Ny (A)\ GL, (A) J N (A)\M;, (A) n 8

X YN (Tr(X) D (eng) |det(g)|’ dX dg
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in the even case m = 2n and

I, X g I,
Jy (s, Wy, @)= / /Wq) I, g I,
N (AN\GLy (A) SN (AN\M;, (A) JAT 1 1 y 1
x ¥ (Tr(X) @ (y)| det(g)|* ' dy d X dg

in the odd case m = 2n + 1 converge when Re(s) is sufficiently large and, when this
is the case, we have

Iy (s, @, @) = Jy (s, Wy, D).

We suppose, in addition, that Wy(g) = [[,cp1| W, (80), ¥ (1) = [1,cjp1| ¥ (),
and ®(g) = [[,¢p1| Puv(8v)- Then, when Re(s) is sufficiently large,

Ty (s, Wy, @)= ] Jy, (s, Wy, D).
ve|Pl|

Likewise, the right-hand side of the functional equation is also unfold and can be
factored as

L1 (1 =5, 0(tn)@, ®) = Jy1 (1 — s, 0(t) Wy, ®)
=[] 7 =s. 0@ W,,. ),

velP!|
with the convergence for Re(s) < 0.

Proof. All these statements are drawn, with some minor changes of notation, from
[Jacquet and Shalika 1990, Proposition 5 in §6] for m =2n and [Jacquet and Shalika
1990, §9.2] form =2n + 1. O

Throughout, we will take S C |P!| to be a finite set of places such that for all
v ¢S, I, and 1, are all unramified and v, normalized. The partial L-function is
a product of local factors

LS5(s, T, A%) = ]_[ L(s, T1,, A%).
V¢S

More precisely, this product converges for Re(s) large enough (see [Jacquet and
Shalika 1990, §8-9]). The global L-function and e-factors for IT are

L(s, 1, A%, 8) = [ LG, Ty, A = L5, T, AD | Ls, T, AY)
ve|PL ves
and

(s, T, A% S) = [T e, Ty, A% ) = [ Je(s, Mo, A%, 9).

ve|P!| ves
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As for the e-factor, we know that &(s, IT,, AZ, Yy)=1for v ¢ S. The independence
of e(s, IT, A2, S) from the choice of ¥ can be seen as a consequence of the global
functional equation below.

Theorem 3.3. The global L-function L(s, I, A2 S ) has a meromorphic continua-
tion to the entire plane, and it satisfies the global functional equation

L(s, T1, A%, S) = e(s, 1, A2, S)L(1 —s, T1, A2, S),

where (s, T1, A2, S) is entire and nonvanishing. This identity further implies that
e(s, T1, A2, S) is independent of ¥ as well.

Proof. From the unfolding in Proposition 3.2, and the local calculation of [Jacquet
and Shalika 1990, §7.2 and §9.4] together with Corollary 2.18, we know that for
Re(s) large and for appropriate choice of ¢, we have

Iy (s, 0. @) = Jy (s, W, @) = [ Ty, (5. W,,,. D0)

ve|Pl|
= (]_[ Ty, (s, W, , @U))Ls(s, I, A%)
ves
J , W, , o
=(T1 T8 Wi QN a2
L(s, Iy, A?)
ves
= (l—[ev(sv W(pvv q)l)))L(s’ H’ /\2’ S)7
vesS

where e, (s, Wy, , @) = Jy, (s, Wy, @) /L (s, 1y, /\2). It follows from Theorem 2.1,
ey(s, Wy, , ®,) is entire. Therefore L(s, IT, AL S ) has a meromorphic continuation,
as the integral Iy (s, ¢, ®) is a meromorphic function on the entire plane from
Theorem 3.1. While on the other side, we obtain

L1 (1 =5, 0(tn)@, ®) = Jy1 (1 — 3, 0(T) Wy, ®)

= (1_[51)(1 -, Q(Tm)wwvy d\>'U)>l‘(1 -, ﬁv /\27 S)a

vesS

with &, (1—s, 0(t) Wy, , ®,) = Jy-1 (1=s, 0(ts) Wy, , ®,)/L(1 — s, T1,, A%). How-
ever we derive from the local functional equation, Theorem 2.2, that
Ty (1=, 0(tn) Wy, )
L(1—s, I, A2)
Jwv (Sa W(pv’ q)v)
L(Sv Hl)v /\2)
= &(s, [y, A%, P)en(s, Wy, @,).

ey(1 =5, 0(tm)W,,, d,) =

= e(s, [Ty, A%, ¥y)
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Combining these all together, we get

L(s, T, A%, S) = <1_[8(s, I, A%, w,,))L(l — s, I, A%, S)

ves

=e(s, 1, A2, S)L(1 —s, T, A2, S),
since for v ¢ S we know IT, and v, are unramified so that e(s, IT,, A2, Yy =1. O

3B. The equality for discrete series representations. Let kg = [, ((¢)) be the
completion of k at the point 0 € |P'|. We start with a local irreducible unitary
supercuspidal representation p, and globalize it according to the result of Henniart
and Lomeli [2011; 2013b, Theorem 3.1].

Theorem 3.4 (Henniart—Lomeli). Let p, be an irreducible unitary supercuspidal
representation of GL,,(F). We choose an isomorphism & : F ;ko. Then there
exists a cuspidal unitary automorphic representation Il = ®; [T, whose local
components I1, satisfy:

e p, corresponds to Iy via &;
e at the places v € |P'| away from 0, 1, and oo, T1,, is irreducible and unramified,

o [1; is an irreducible generic subquotient of an unramified principal series
representation;

o [l is an irreducible generic subquotient of a tamely ramified principal series

representation.

We have control at all places outside 0, which makes it possible to deduce the
identity for irreducible supercuspidal representations.

Theorem 3.5 (supercuspidal cases). Let p be an irreducible supercuspidal repre-
sentation of GL,. Then we have

L(s, p, A) = L(s, p, AY).
As a consequence, if p is (S2,, ©)-distinguished, then p is self-dual.

Proof. Twisting by an unramified character does not affect the conclusion, so we
can assume that p = p, is unitary. (See the proof of Theorem 4.4 for details, cf.
[Lomeli 2016, §6.6]). We define the Langlands—Shahidi global L-function and
e-factors for IT by

LG, LA S) =[] £6. T, A%,
ve|P!|

ers(s, TL A% ¥, 8) = [ evsts, Mo, A% ).

ve|P|
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We choose a finite set S = {0, 1, oo} of places. Applying Theorem 3.4 to the
irreducible unitary supercuspidal representation p,, we obtain a cuspidal unitary
automorphic representation I'1. For our convenience, we rewrite the global functional
equation in [Henniart and Lomeli 2011, §4.1 (vi)] as

(3-2) L(s,T1, A% S) = e15(s, T, A2, S)L(1 — s, TT, A%, S).

The function &/.5(s, IT, A2, S) is entire and nonvanishing. From the global func-
tional equation given by Theorem 3.3 and (3-2), this means that the ratio of L-
function satisfies

L(s,TI, A2, S L(1—s,T,A% S

LG TL A S) 5 )=n(s,l'I,S) (s = ),

L(s, T, A%, S) L1 —s,TI, A2, S)

where 7n(s, I1, S) = e(s, I, A2, Seps(s, IT, A2, S)~! is entire and nonvanishing.
Applying the already established principal series representations in Corollary 2.18,
along with Proposition 2.17, at the places |P!| — {0} yields:

[ L6 T A% =[] £6. T, A%,

v¢{0} v¢{0}
[]La-sT1,. A% =[] £a—s 0, 2.
v {0} v¢{0}

Therefore, at the remaining one place, we have

2 ~ 2

L(s, po, A) =n(s,n,S)L(1_S”f°’A )

L(s, po, N?) L =, po, A?)
In view of [Ganapathy and Lomeli 2015] and [Kewat and Raghunathan 2012,
Theorem 3.7], L(s, po, /\2) and L(s, po, /\2) are regular and nonvanishing in the
region Re(s) > 0, whereas similar analytic properties for L(1 — s, 5., A?) and
L(1 —s, po, A?) are valid in the half plane Re(s) < 1. This forces that the ratio
L(s, po, A?)/L(s, po, A?) is an entire and nonvanishing function, and hence it is a
constant. Since these L-factors are normalized, these must be equal.

We now gain the full strength of flexibility to transport L-factors in the Langlands—
Shahidi side to the Rankin—Selberg side. The L-factor L(s, p x p) is decomposed
as the product of L(s, p, A?) and L(s, p, Symz) (see [Ganapathy and Lomeli 2015;
Henniart and Lomeli 2011; Shahidi 1992, Corollary 8.2]). Then the pole of
L(s, p, A?) at s = 0 detected by the existence of the Shalika functional [Jo 2020a,
Theorem 3.6 (ii)] contributes the pole of L(s, p x p). This is amount to saying that
p 1is self-dual [Matringe 2015, Proposition 4.6]. ([

Once we know the inductivity of e-factors, we expect that n(s, I1, S) = 1,
independent of the choice of S. We now come to the case of discrete series
representations.
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Theorem 3.6 (discrete series cases). Let A be a discrete series representation
of GL,,. Then we have

L(s, A, AD) = L(s, A, A?).
As a consequence, if A is (S, ©)-distinguished, then A is self-dual.

Proof. As indicated in the proof of Theorem 4.4, after proper unramified twisting
of A, we can easily reduce the equality to the case when A is a unitary repre-
sentation of the form [pov_(e_l)/ 2 ..., pov“_l)/ 2] with p, a unitary irreducible
supercuspidal representation of GL, (cf. [Lomeli 2016, §6.6]). Taking advantage of
Theorems 2.15 and 3.5, this finally matches with the expression in [Shahidi 1992,
Proposition 8.1]. Concerning the second assertion, we literally reiterate the second
part of the proof of Theorem 3.5 line-by-line, and therefore we omit thorough
arguments entirely. ([l

The identity can be extended to the class of all irreducible admissible representa-
tions of GL,,.

Theorem 3.7. Let w be an irreducible admissible representation of GL,,. Then
L(s, 7w, A% = L(s, 7, A).

Proof. We realize 7 as the unique Langlands quotient of Langlands type & =
IndgL”‘ (AciV' @AV ®- - -® Ay, V"), which is again of Whittaker type. Thanks
to Theorem 3.6, the working hypothesis is not required to be checked for discrete
series representations. Then Theorem 2.13 gives us that

L(s. 8. A = [] Le+2u. Ao A% ] LG +ui+uj, Ao x A,

1<k<t I<i<j<t

which coincides with corresponding decompositions in Langlands—Shahidi theory
[Ganapathy and Lomeli 2015, §3.1 (xi)]. O

By exploiting the main result of Henniart and Lomeli [2011], it can be summa-
rized that the definition of local exterior square L-function via the theory of integral
representations is compatible with the local Langlands correspondence. In what
follows, we let W. denote the Weil-Deligne group of F', and let ¢ an m-dimensional
(complex-valued) Frobenius semisimple representation of Wj. We call this the
Weil-Deligne representation of Wy. Let A? denote the exterior representation
of GL,,(C). We then denote by L(s, /\2(¢)) the Artin exterior square L-factor
attached to ¢.

Theorem 3.8. Let w be an irreducible admissible representation of GL,,(F) and
¢ () the Weil-Deligne representation of Wy, corresponding to  under the local
Langlands correspondence. Then

L(s, 7, A*) = L(s, 7w, A*) = L(s, A*(¢ (7))
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4. Bump-Friedberg and Flicker zeta integrals

4A. Bump-Friedberg L-factors. Define the embedding J : GL, x GL,, — GL,, by
gij,» k=2i—-1,1=2j-1,
J(gvg/)k,l: gl{’js 1fk:217l:2]a
0, otherwise,
for m =2n and J : GL,4+; x GL,, — GL,, by
gij,» k=2i—-1,1=2j-1,
J(g &= 1g;, ifk=2i,1=2j,
0, otherwise,

for m = 2n + 1. As for the intention of holding onto coherent terminology with
[Matringe 2015], interested readers may perceive that we interchange the role
of g and g’ in [Bump and Friedberg 1990]. Let 7 = Indg™" (A ® -+~ ® A;) be a
parabolically induced representation. For each Whittaker function W € W(x, )
and Schwartz—Bruhat function ® € S(F"), we define Bump-Friedberg integrals:

Z(s1, 52, W, ®)

= f f W(J(g,8)P(enJ(g,8))det(g) "~ /2 |det(g)) />~ dg dg’
n\GLn NIZ\GLIZ

when m = 2n and

Z(s1, S2, W, @)
_ / f W(J (g, &) end (g, ¢ det(9)]" | det(g) ™ dg dg’
Nn\GLn Nn+l\GLn+l

when m = 2n + 1. If r is a real number, we denote by §, the character

det(g) |"
8 :J(g, 8 derg) |
We denote by x,, and u,, the characters of H,,:
{IH , for m = 2n;
& -1y — L det
Ko\ g ) ) =] | 988 | — 2 1
det(g") | ’
det
g 1 (g/) , form =2n;
onn (¥ ) = { e
8 1y, form =2n+1.

We turn toward the case for s; = s + % and s, = 2s. We unify Bump-Friedberg
zeta integrals as one single integral of the form

Z(s, W, ®) = / W (h) x,\/2(h)® (e h)| det(h)|* dh.
(NN Hy)\ Hp
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The twisted analogue of Bump—Friedberg zeta integrals attached to x,, is defined by

Z(s, W, ®, xo) = / W (h) %o (h) x,\/? (h) @ (e,u 1) | det(h)|* dh.
(NmmHm)\Hm

The integral Z(s, W, ®, x,) converges absolutely for s of real part large enough.
The C-vector space generated by Bump-Friedberg zeta integrals

(Z(s, W, ®, %) | W e W(, ), ® € S(F™))

is a C[¢g™*]-fractional ideal Z(m, x4, BF) of C(¢~*). The ideal Z(r, x4, BF) is
principal and has a unique generator of the form P(g~*)~!, where P(X) is a
polynomial in C[X] with P(0) = 1. The Bump—Friedberg L-factor associated to
7 is defined by the unique normalized generator [Matringe 2015, Proposition 4.8]
1

P(@™)’

If @ = 1px is a trivial character, we write L(s, 7, BF) for L(s, , x1,,, BF). The
Bump—Friedberg y-factor

L(s7 T[a XO[’BF) =

L(/2—s,7",8_1,2, BF)

y(s, 7, BF, ) = &(s, 7, BF, ¥) L(s, 7, BF)

is a rational function in C(g ~*) that depends on a choice of a nontrivial character v
(see [Matringe 2015, Proposition 4.11]). While the proof of [Matringe 2014,
Proposition 6.2] reflects the structure of Weil-Deligne representations, our aim is
to show the factorization of L(s, 7, x4, BF) as a product of the standard L-factor
L(s 4 1/2, ) and the exterior square L-factor L(2s, 7w, A?) within the framework
of the Rankin—Selberg method. Our approach here is more direct and concise.

Theorem 4.1 (supercuspidal cases). Let p be an irreducible supercuspidal repre-
sentation of GL,. Then

L(s, p, BF) = L(s + 3, p)L (25, p, A?).

Proof. If r = 1, then p is a character of F*. The integral is just the Tate integral of
the form fFX p ()P (2)|z]* /% d* z, hence

L(s,p,BF)=L(s+1,p) =L(s+ 1. p)L(2s, p, A?),

where the last equality comes from L(2s, p, A2) =1 (see [Jo 2020a, Theorem 2.13]).
We deduce from Theorem 2.3 aligned with [Matringe 2015, Proposition 4.14] that
all the poles of L(s, p, BF) and L(s, p, A?) are necessarily simple. Givenr =2n+1
with n > 1, the result of Matringe [2014, Theorem 3.1] (see Theorem 4.2) tells us
that p cannot be H,,-distinguished. According to [Jacquet 1979, §3.1] coupled
with [Jo 2020a, Theorem 3.6 (ii)] and [Matringe 2015, Corollary 4.3], we have

L(s, p, BF) = L(s, p) = L(s, p, A®) = 1.
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Now we turn to the case when r = 2n. Analyzing poles of local L-functions is
just a question of certain distinctions of representations. To be precise, [Jo 2020a,
Theorem 3.6 (i)] together with [Matringe 2015, Corollary 4.3] and Section 2B lead
us to the following equivalent statements:

(i) L(2s, p,A*) hasa pole at s = so;
(i) L(s, p, BF) has a pole at s = sp;
(i) pv* is (Sy,, ®)-distinguished;
(iv) pv* is Hp,-distinguished.
The above characterization of poles of L-factors can be reinterpreted as
L(s, p,BF) = L(2s, p, A®) = L(s + 1, p)L(2s, p, A?),
where the last identity follows from L(s + 3, p) = 1 (see [Jacquet 1979, §3.1]). O

Unlike the case of Jacquet and Shalika’s zeta integrals Sections 2 and 3, it
is necessary to additionally use the hereditary property of H»,,-distinguished
representations due to Matringe [2015, Theorem 3.1].

Theorem 4.2 (N. Matringe, m =2n +1). Let 7 = Indg™+' (A| ® Ay ® -+ ® A;)
be an irreducible generic representation of GLy,+1. Let a be a character of F*
with 0 < Re(a) < % Then w is (Hpn11, Xo8—1/2)-distinguished if and only if 7 is
a parabolically induced representation of the form Indf.@’;ﬁ‘“ (' @av=1/?), for’
an irreducible generic (Hy,, xo)-distinguished representation of GL,, such that
Indg’;ﬁ’“ (7' ® av~12) is still irreducible and generic.

Throughout the rest of Section 4A, a variant of the systematic machinery devel-
oped in Section 2C (in particular, Proposition 2.10 to Theorem 2.12) should continue
to work out in the context of Bump-Friedberg zeta integrals, and it is dealt with in
[Matringe 2015, §4] in great detail and clarity. By doing so, Bump-Friedberg local
L-functions are compatible with the classification of discrete series representation
in terms of supercuspidal ones owing to Bernstein and Zelevinsky [1977] and
[Zelevinsky 1980].

Proposition 4.3. Let A, = [pov*([*”/z, ce ,oov(e*l)/z] be an irreducible square
integrable representation of GLy,., with p, an irreducible unitary supercuspidal
representation of GL,.

(1) Suppose that € is even. Then we have
L(s, A,, BF)
(2
=L(s+¢/2, po)l_[L(Zs, PV D27 AL (25, pov?/?7, Sym?).

i=1
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(1) Suppose that £ is odd. Then we have
L(s, A,, BF)
' (+1)/2 =12
(l+1)/2—i pl/2=i
_L<s+2,po> 1_[ L(2s, pov /\) l_! L(2s, pov Syrn)
4

Proof. By the uniqueness of the Whittaker functional, the Whittaker model for A,
coincides with that for Ind(p,v~ V2 @ ... ® p,v¢~1D/2). Likewise the same
trait holds for dual objects provided by Ind(5,v~¢"V2®...® p,v¢~D/2) and A,.
According to [Matringe 2015, Proposition 5.5],

y (s, AO,BF V)

~]_[ ( +—+z P BF, t/f) [T v@s+i—t+i+jpoxpev).
O<i<j<t—1
With the help of Theorem 4.1, the expression can be reformulated in terms of
L-factors as
-1 -y -1 ~
L(—s—i+€/2, po) L(=2s4+£—-2i, po, A?)
y(s, Ao, BF, ) ~ ] : ] =
o L(s+i+1-2¢/2, po) i L2s+1—£+42i, po, A?)
L(=2s4+£—i—j, poX po)
< ] ). .
LQ2s+1—L+i+j, poX po)

0<i<j<t—1

By virtue of [Jo 2020a, Lemma 5.11] combined with L(—s, p,) ~ L(s, po) (see
[Jacquet et al. 1983, §8.2 (15)-(16)]), it may be written as
-1 . -1 . 2
L(s+i—2£/2, po) LQ2s—242i, po, N°)
y(s, Ao, BF, ) ~ ]| : I —
i L(s+i+1-£/2, po) 0 LQ2s+1—£42i, p,, A?)
LQ2s—L+i+], poXpo)
< T1 =1y .
LQ2s+1—L+i+j, poXpo)

O<i<j<t—1

We do the case where £ is even, the case where £ is odd is treated similarly. At this
moment, we repeat the proof given in [Jo 2020a, Theorem 5.12] with adjusting s
to 2s. After canceling common factors, our quotient is simplified to

(4_1) V(S7 AO? BF’ w)
“£/2)—1

_L(s—¢/2, po) l—[ L(2s—E+2i, po, AD)L(2s—0+2i+1, po, Sym?)
L(s+£/2, po) L(2s+2i+1, po, A2)L(25+2i, po, Sym?)

i=0

Using [Matringe 2015, Corollary 4.1], L(— — 5, Ao, 5_ 1725 BF)_ has zeros in
the half plane Re(s) > —, while L(s, Ao, BF)™! has its zeros contained in the
region Re(s) < 0. Since the half planes Re(s) > 2 and Re(s) < 0 are disjoint,
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they do not share factors in C[¢**]. As p is unitary, the poles of the prod-
uct of L-factors in the numerator must lie on the line Re(s) = (¢ —i)/2 for
i=0,...,¢0—2,¢— 1, while those in the denominator are located on the line
Re(s) = —i/2fori =0,...,¢—2,¢—1, £. Therefore, they do not have common
factors at all. We establish the identity from the observation that the ratios (4-1)
and y (s, A,, BF, ¢) ~ L(% -, Ao, d_1/2, BF)/L(s, A,, BF) are all reduced and
the indices i are rearranged. U

Theorem 4.4 is the key step to improve the factorization to the set of discrete series
representations. If we can do this, then the application of the Langlands classification
theorem allows us to extend it to all irreducible admissible representations.

Theorem 4.4 (discrete series cases). Let A be an irreducible essentially square
integrable representation of GL,,. Then

L(s, A,BF) = L(s+ 1, A)L(2s, A, A?).

Proof. We choose an unramified quasicharacter v*!, s; € C, so that A = A,v*!, where
A, is an irreducible square integrable representation of GL,,. We can easily verify
that L(s, Aov*', BF) = L(s + 51, Ao, BF), L(s 4+ 5, Acv™) = L(s + 51 + 3, A),
and L(2s, Aov®', A2) = L(2s + 251, Ao, A2). Hence for the calculation, we may
assume that A = A, is unitary. The representation A is the segment consisting
of supercuspidal representations of the form A, = [,oov_“_l)/z, R ,oov(z_l)/z],
where p, is an irreducible unitary supercuspidal representation of GL, with m = £r.
We replace o by 1px in [Cogdell and Piatetski-Shapiro 2017, Corollary in §2.6.2].
Then the formula becomes

L(s+ 4 A) = Ls+ 5 Ao x1p) = L(s+ 5. o).

This may also be seen from [Jacquet 1979, Proposition 3.1.3]. Now we are left
with invoking Theorem 2.15. U

Finally, Theorem 4.5 renders the factorization result unconditional.
Theorem 4.5. Let w be an irreducible admissible representation of GL,,. Then we

have
1
L(s, 7, BF) = L(s + 5, 7)L (s, 7, A?).

Proof. We realize m as the unique Langlands quotient of Langlands type & =
IndgL’”(Aolv“1 R ApaV2 ® - - ® A, V™), which is again of Whittaker type. The
local Bump—Friedberg L-function is defined to be L(s, 7, BF) = L(s, &, BF). By
[Matringe 2015, Theorem 5.2], we have the equality

L(s, E,BF) = ]_[ L(s + ug, Aok, BF) ]_[ LQ2s+ui+uj, Aoi X Aq)).

1<k<t I<i<j<t
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Applying Theorem 4.4, the product can be further decomposed as

L(s, 8, BF) = ]_[ L(s+ux+1%, Acy) ]_[ L(2s + 2ug, Aoy, A2
1<k<t I<k<t
x ]_[ LQ2s+ui+uj, Aoi X Ao)).
I<i<j<t
Collecting the contributions for the first product [ | L(s +up + % Aok) gives the
standard L-factor L(s + %, E) = L(s + %, 71) by [Jacquet 1979, Theorem 3.4],
while gathering those for the rest of the product

[[L@s+2u, Ao AT [L@s +ui +uj. Aoy x Ao))

yields the exterior square L-factor L(2s, B, A =L(2s, 7, A2) by Theorem 2.13. [

We end this section with relating Bump-Friedberg L-factors to Galois theoretic
counterparts. In conclusion, it is a consequence of the local Langlands corre-
spondence that L(s + %, n) = L(s + %, ¢(71)) combined with Theorem 3.8 and
Theorem 4.5.

Theorem 4.6. Let w be an irreducible admissible representation of GL,, (F) and
¢ () its associated Weil-Deligne representation of W under the local Langlands
correspondence. Then we have

L(s, 7, BF) = L(s + 1, ¢ (m)) L (25, A*(¢ (7))

4B. Asai L-factors. Let E be a quadratic extension of F. We denote by x — x
the nontrivial associated Galois action. We fix an element z € E* such that 7 = —z
and a nontrivial character ¥ of F. Let

Ve = v (

Then the additive character ¥ g of E is trivial on F and defines a character of N, (E),
which by abuse of notation we again denote by 1. We shall use the Fourier
transform induced by the additive character ¥ on the space of Schwartz—Bruhat
space S(F™). Letw = Indng (A1®---®A;) € Ag(m) be a parabolically induced
representation with an associated Whittaker model W (s, ¥ ). For each Whittaker
function W € W(rr, ¥ g) and each Schwartz—Bruhat function ® € S(F™), we define
the local Flicker integral [1988; 1993] by

xX—Xx
_), xekE.
z—z

Z(s, W, ®) = / W(g)®(emg) | det(g)|* dg,
N\ GL»

which is absolutely convergent when the real part of s is sufficiently large. Each
Z(s, W, @) is a rational function of ¢—*, and hence extends meromorphically to
all of C. These integrals Z(s, W, ®) span a fractional ideal Z (i, As) of C[qis]
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generated by a normalized generator of the form P(g~*)~!, where the polynomial
P(X) € C[X] satisfies P(0) = 1. The local Asai L-function attached to 7 is defined
by such a unique normalized generator [Matringe 2009, Definition 3.1]

1
P(q—*)’

Let us define the local Asai e-factor, as usual [Matringe 2015, §3] (see [Anandavard-
hanan et al. 2021, §8]), by

L(s,m,As) =

L(s, m, As)

9 9 aA = 9 9 ,A - -
e(s,m, ¥, As) =y (s, m, ¢ S)L(l—s,n‘,As)

The Weil-Deligne group W of E is of index two in the Weil-Deligne group W
of F, and the quotient W} /W is naturally identified with Gal(E/F). We fix an
element o in W} which does not belong to W}, once and for all. The image of ¢ in
W, /W is the nontrivial element of Gal(E/F), which by abuse of notation is also
denoted by o. Given an m-dimensional (complex) Frobenius semisimple represen-
tation ¢ of W, the Asai representation As(¢) : W — GL(C" @ C") ~ GL,,2(C)
given by (twisted) tensor induction of ¢ is defined as (see [Anandavardhanan and
Rajan 2005, §2.1], [Krishnamurthy 2012, §2], and [Shankman 2018, §1.2]):

()W) ®@P(oTo (w), ifte W,
o Hw)®@¢(oT)(v), ift¢ Wy

We then denote by L(s, As(¢)) the Artin L-factor attached to the Asai representa-
tion.

The conjugation o extends naturally to an automorphism of GL,, (E), which we
also denote by o. If 7 € Ag(m), we denote by 7 the representation g — (o (g)).

As()(D)(v®w) = {

Theorem 4.7. Let w be an irreducible admissible representation of GL,,(E) and
¢ () its associated Weil-Deligne representation of W, under the local Langlands
correspondence. Then we have

L(s, 7, As) = L(s, 7, As) = L(s, As(¢(n))).

Proof. We first consider the case of irreducible unitary supercuspidal represen-
tations p, of GL,. As a consequence of [Anandavardhanan et al. 2021] joined
with [Anandavardhanan and Rajan 2005, Proposition 6] and [Henniart and Lomeli
2013a], we have

L(s, po, As) = L(s, po, As).

Let A be a discrete series representation. In the spirit of twists by unramified
characters for Langlands—Shahidi theoretic L-factors [Henniart and Lomeli 2013a,
§3.1 (vi)] and Rankin—Selberg theoretic L-factors [Matringe 2009, Theorem 2.3],
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there is no harm to assume that A = A, is an irreducible square integrable rep-
resentation of GL, associated to the segment [pov~¢~D/2 | p v¢=D/2] with
Po an irreducible unitary supercuspidal representation of GL,. Let xg,r be an
extension to E* of the character F'* associated to E/F by the local class field the-
ory. As explained in [Anandavardhanan et al. 2021, Appendix A], [Matringe 2009,
Corollary 4.24] and [Matringe 2009, Theorem 4.26] driven from the Cogdell and
Piatetski-Shapiro method similar to Section 2C depend on the complete classification
of GL,, (F)-distinguished representations [Matringe 2011]. Looking at the proof of
this proposition, we need to check that the GL,, (F)-distinguished representation,
namely, Homgy,, (r) (7T, 161, (F)) 7 {0}, is still Galois self-dual, 77 =~ 7, for any
nonarchimedean local field of odd residual characteristic. It is presently written
in this generality in the literature, see [Offen 2018, §3.2.12]. Counting on the
weak multiplicativity of y (s, 7, As, ¥) [Matringe 2009, Corollary 4.24], we get
the results below using arguments parallel to the one employed in the proof of
Goldberg [1994, Theorem 5.6]:

€2
L(s, Ay, As) = l_[ L(s, pov(z+l)/2_i, AS)L(s, Xg/F ® povz/z_i, As),
i=1
when £ is even, and
(e+1)/2 -1/2
L(s, Ao, As) = [ LG, pov™™V27 As) T Lis, xesr ® pov®/>, As),

i=1 i=1
when £ is odd. The expression is similar to that in Theorem 2.15. This places us in
a position to deduce

4-2) L(s, A, As) = L(s, A, As)

for any discrete series representations A of GL,,.

In general, we realize 7 as the unique Langlands quotient of Langlands type
2= IndgL"’(Ac,lvul ® AppV"2 ® - - ® Ay v"). As such, by the inductive relation
of L(s, m, As) [Matringe 2009, Theorem 4.26], one has the equality

Ls.m As)= [ LGs+2ur. Ao A% ] L(s+u; +uj, Ao X AZ ;).
1<k<t I<i<j<t
Consequently, the equality
L(s, , As) = L(s, i, As)

follows from [Henniart and Lomeli 2013a, §4.2], along with (4-2) for all irreducible
admissible representations 7 of GL,,(E). The remaining part is simply to quote
the main theorem of Henniart and Lomeli [2013a, Theorem 4.3]. U



LOCAL EXTERIOR SQUARE AND ASAI L-FUNCTIONS FOR GL(n) 337

Acknowledgements

As this paper is a conclusion of my Ph.D. work, I would like to thank my advisor,
James Cogdell, for countless discussions and for proposing to express L-factors in
terms of those for supercuspidal representations. I sincerely thank Nadir Matringe
for patiently answering questions about linear and Shalika periods. I also thank
Shantanu Agarwal for drawing my attention to positive characteristic. In particular,
I am indebted to Muthu Krishnamurthy for fruitful mathematical communications
over the years and describing a whole picture of the Langlands—Shahidi method to
me. | am grateful to the University of lowa and the University of Maine for their
hospitality and support while the article was being written. Lastly, I would like to
thank the referee for many valuable remarks and suggestions, which significantly
improved the exposition and organization of this paper. This work was supported
by a National Research Foundation of Korea (NRF) grant funded by the Korean
government (RS-2023-00209992).

References

[Anandavardhanan and Rajan 2005] U. K. Anandavardhanan and C. S. Rajan, “Distinguished repre-
sentations, base change, and reducibility for unitary groups”, Int. Math. Res. Not. 2005:14 (2005),
841-854. MR Zbl

[Anandavardhanan et al. 2021] U. K. Anandavardhanan, R. Kurinczuk, N. Matringe, V. Sécherre, and
S. Stevens, “Galois self-dual cuspidal types and Asai local factors”, J. Eur. Math. Soc. 23:9 (2021),
3129-3191. MR Zbl

[Bernstein and Zelevinsky 1976] J. N. Bernstein and A. V. Zelevinsky, “Representations of the group
GL(n, F), where F is a local non-Archimedean field”, Uspehi Mat. Nauk 31:3(189) (1976), 5-70.
In Russian; translated in Russian Math. Surveys 31:3 (1976), 1-68. MR Zbl

[Bernstein and Zelevinsky 1977] 1. N. Bernstein and A. V. Zelevinsky, “Induced representations of
reductive p-adic groups, I”, Ann. Sci. Ecole Norm. Sup. (4) 10:4 (1977), 441-472. MR Zbl

[Blanc and Delorme 2008] P. Blanc and P. Delorme, “Vecteurs distributions H -invariants de représen-
tations induites, pour un espace symétrique réductif p-adique G/H”, Ann. Inst. Fourier (Grenoble)
58:1 (2008), 213-261. MR Zbl

[Bump and Friedberg 1990] D. Bump and S. Friedberg, “The exterior square automorphic L-functions
on GL(n)”, pp. 47-65 in Festschrift in honor of I. 1. Piatetski-Shapiro on the occasion of his sixtieth
birthday, II (Tel Aviv, 1989), edited by S. Gelbart et al., Israel Math. Conf. Proc. 3, Weizmann,
Jerusalem, 1990. MR Zbl

[Chen and Gan 2021] R. Chen and W. T. Gan, “Unitary Friedberg—Jacquet periods”, preprint, 2021.
arXiv 2108.04064

[Cogdell 2003] J. W. Cogdell, “Analytic theory of L-functions for GL,”, pp. 197-228 in An introduc-
tion to the Langlands program (Jerusalem, 2001), edited by J. Bernstein and S. Gelbart, Birkhduser,
Boston, 2003. MR Zbl

[Cogdell and Matringe 2015] J. W. Cogdell and N. Matringe, “The functional equation of the Jacquet—
Shalika integral representation of the local exterior-square L-function”, Math. Res. Lett. 22:3 (2015),
697-717. MR Zbl


http://dx.doi.org/10.1155/IMRN.2005.841
http://dx.doi.org/10.1155/IMRN.2005.841
http://msp.org/idx/mr/2146859
http://msp.org/idx/zbl/1070.22011
http://dx.doi.org/10.4171/jems/1080
http://msp.org/idx/mr/4275472
http://msp.org/idx/zbl/1490.22010
https://doi.org/10.1070/RM1976v031n03ABEH001532
http://msp.org/idx/mr/0425030
http://msp.org/idx/zbl/0342.43017
http://dx.doi.org/10.24033/asens.1333
http://dx.doi.org/10.24033/asens.1333
http://msp.org/idx/mr/579172
http://msp.org/idx/zbl/0412.22015
http://dx.doi.org/10.5802/aif.2349
http://dx.doi.org/10.5802/aif.2349
http://msp.org/idx/mr/2401221
http://msp.org/idx/zbl/1151.22012
http://msp.org/idx/mr/1159108
http://msp.org/idx/zbl/0712.11030
http://msp.org/idx/arx/2108.04064
http://msp.org/idx/mr/1990380
http://msp.org/idx/zbl/1111.11303
http://dx.doi.org/10.4310/MRL.2015.v22.n3.a4
http://dx.doi.org/10.4310/MRL.2015.v22.n3.a4
http://msp.org/idx/mr/3350100
http://msp.org/idx/zbl/1380.11055

338 YEONGSEONG JO

[Cogdell and Piatetski-Shapiro 1994] J. W. Cogdell and I. I. Piatetski-Shapiro, “Exterior square L-
function for GL(n)”, lecture notes, Fields Inst., 1994, available at https://tinyurl.com/cogdellnotes.

[Cogdell and Piatetski-Shapiro 2017] J. W. Cogdell and I. I. Piatetski-Shapiro, “Derivatives and
L-functions for GL,,”, pp. 115-173 in Representation theory, number theory, and invariant theory
(New Haven, CT, 2015), edited by J. Cogdell et al., Progr. Math. 323, Birkhduser, Cham, 2017. MR
Zbl

[Flath 1979] D. Flath, “Decomposition of representations into tensor products”, pp. 179-183 in
Automorphic forms, representations and L-functions, I (Corvallis, OR, 1977), edited by A. Borel and
W. Casselman, Proc. Sympos. Pure Math. 33, Amer. Math. Soc., Providence, RI, 1979. MR Zbl

[Flicker 1988] Y. Z. Flicker, “Twisted tensors and Euler products”, Bull. Soc. Math. France 116:3
(1988), 295-313. MR Zbl

[Flicker 1993] Y. Z. Flicker, “On zeroes of the twisted tensor L-function”, Math. Ann. 297:2 (1993),
199-219. MR Zbl

[Gan 2019] W. T. Gan, “Periods and theta correspondence”, pp. 113132 in Representations of
reductive groups (Jerusalem/Rehovot, Israel, 2017), edited by A. Aizenbud et al., Proc. Sympos.
Pure Math. 101, Amer. Math. Soc., Providence, RI, 2019. MR Zbl

[Gan and Lomeli 2018] W. T. Gan and L. Lomeli, “Globalization of supercuspidal representations
over function fields and applications”, J. Eur. Math. Soc. 20:11 (2018), 2813-2858. MR Zbl

[Ganapathy and Lomeli 2015] R. Ganapathy and L. Lomeli, “On twisted exterior and symmetric
square y-factors”, Ann. Inst. Fourier (Grenoble) 65:3 (2015), 1105-1132. MR Zbl

[Gelfand and Kajdan 1975] I. M. Gelfand and D. A. Kajdan, “Representations of the group GL(n, K)
where K is a local field”, pp. 95-118 in Lie groups and their representations (Budapest, 1971),
edited by I. M. Gelfand, Halsted, New York, 1975. MR Zbl

[Goldberg 1994] D. Goldberg, “Some results on reducibility for unitary groups and local Asai
L-functions”, J. Reine Angew. Math. 448 (1994), 65-95. MR Zbl

[Henniart 2010] G. Henniart, “Correspondance de Langlands et fonctions L des carrés extérieur et
symétrique”, Int. Math. Res. Not. 2010:4 (2010), 633-673. MR Zbl

[Henniart and Lomeli 2011] G. Henniart and L. Lomeli, “Local-to-global extensions for GL, in
non-zero characteristic: a characterization of yg(s, m, Symz, Y¥) and yp (s, , AZ, v)”, Amer. J.
Math. 133:1 (2011), 187-196. MR Zbl

[Henniart and Lomeli 2013a] G. Henniart and L. Lomeli, “Characterization of y-factors: the Asai
case”, Int. Math. Res. Not. 2013:17 (2013), 4085-4099. MR Zbl

[Henniart and Lomeli 2013b] G. Henniart and L. Lomel{, “Uniqueness of Rankin—Selberg products”,
J. Number Theory 133:12 (2013), 4024-4035. MR Zbl

[Jacquet 1979] H. Jacquet, “Principal L-functions of the linear group”, pp. 63-86 in Automorphic
forms, representations and L-functions, Il (Corvallis, OR, 1977), edited by A. Borel and W. Cassel-
man, Proc. Sympos. Pure Math. 33, Amer. Math. Soc., Providence, RI, 1979. MR Zbl

[Jacquet and Shalika 1981] H. Jacquet and J. A. Shalika, “On Euler products and the classification of
automorphic representations, I, Amer. J. Math. 103:3 (1981), 499-558. MR Zbl

[Jacquet and Shalika 1990] H. Jacquet and J. A. Shalika, “Exterior square L-functions”, pp. 143-226
in Automorphic forms, Shimura varieties, and L-functions, Il (Ann Arbor, MI, 1988), edited by L.
Clozel and J. S. Milne, Perspect. Math. 11, Academic Press, Boston, 1990. MR Zbl

[Jacquet et al. 1983] H. Jacquet, 1. I. Piatetskii-Shapiro, and J. A. Shalika, “Rankin—Selberg convolu-
tions”, Amer. J. Math. 105:2 (1983), 367-464. MR Zbl

[Jo 2020a] Y. Jo, “Derivatives and exceptional poles of the local exterior square L-function for GL,;,”,
Math. Z. 294:3-4 (2020), 1687-1725. MR Zbl


https://tinyurl.com/cogdellnotes
https://tinyurl.com/cogdellnotes
http://dx.doi.org/10.1007/978-3-319-59728-7_5
http://dx.doi.org/10.1007/978-3-319-59728-7_5
http://msp.org/idx/mr/3753910
http://msp.org/idx/zbl/1433.11054
http://dx.doi.org/10.1090/pspum/033.1/546596
http://msp.org/idx/mr/546596
http://msp.org/idx/zbl/0414.22019
http://dx.doi.org/10.24033/bsmf.2099
http://msp.org/idx/mr/984899
http://msp.org/idx/zbl/0674.10026
http://dx.doi.org/10.1007/BF01459497
http://msp.org/idx/mr/1241802
http://msp.org/idx/zbl/0786.11030
http://dx.doi.org/10.1090/pspum/101/05
http://msp.org/idx/mr/3930015
http://msp.org/idx/zbl/1481.11046
http://dx.doi.org/10.4171/JEMS/825
http://dx.doi.org/10.4171/JEMS/825
http://msp.org/idx/mr/3861809
http://msp.org/idx/zbl/1454.11099
http://dx.doi.org/10.5802/aif.2952
http://dx.doi.org/10.5802/aif.2952
http://msp.org/idx/mr/3449175
http://msp.org/idx/zbl/1396.11080
http://msp.org/idx/mr/0404534
http://msp.org/idx/zbl/0348.22011
http://dx.doi.org/10.1515/crll.1994.448.65
http://dx.doi.org/10.1515/crll.1994.448.65
http://msp.org/idx/mr/1266747
http://msp.org/idx/zbl/0815.11029
http://dx.doi.org/10.1093/imrn/rnp150
http://dx.doi.org/10.1093/imrn/rnp150
http://msp.org/idx/mr/2595008
http://msp.org/idx/zbl/1184.22009
http://dx.doi.org/10.1353/ajm.2011.0006
http://dx.doi.org/10.1353/ajm.2011.0006
http://msp.org/idx/mr/2752938
http://msp.org/idx/zbl/1219.11076
http://dx.doi.org/10.1093/imrn/rns171
http://dx.doi.org/10.1093/imrn/rns171
http://msp.org/idx/mr/3096920
http://msp.org/idx/zbl/1359.11063
http://dx.doi.org/10.1016/j.jnt.2013.05.015
http://msp.org/idx/mr/3165629
http://msp.org/idx/zbl/1311.11041
http://dx.doi.org/10.1090/pspum/033.2/546609
http://msp.org/idx/mr/546609
http://msp.org/idx/zbl/0413.12007
http://dx.doi.org/10.2307/2374103
http://dx.doi.org/10.2307/2374103
http://msp.org/idx/mr/618323
http://msp.org/idx/zbl/0473.12008
http://msp.org/idx/mr/1044830
http://msp.org/idx/zbl/0695.10025
http://dx.doi.org/10.2307/2374264
http://dx.doi.org/10.2307/2374264
http://msp.org/idx/mr/701565
http://msp.org/idx/zbl/0525.22018
http://dx.doi.org/10.1007/s00209-019-02327-4
http://msp.org/idx/mr/4074055
http://msp.org/idx/zbl/1460.11074

LOCAL EXTERIOR SQUARE AND ASAI L-FUNCTIONS FOR GL(n) 339

[Jo 2020b] Y. Jo, “Factorization of the local exterior square L-function of GL;,”, Manuscripta Math.
162:3-4 (2020), 493-536. MR Zbl

[Jo 2021] Y. Jo, “Rankin—Selberg integrals for local symmetric square factors on GL(2)”, Mathe-
matika 67:2 (2021), 388-421. MR

[Kable 2004] A. C. Kable, “Asai L-functions and Jacquet’s conjecture”, Amer. J. Math. 126:4 (2004),
789-820. MR Zbl

[Kaplan 2017] E. Kaplan, “The characterization of theta-distinguished representations of GL(n)”,
Israel J. Math. 222:2 (2017), 551-598. MR Zbl

[Kewat and Raghunathan 2012] P. K. Kewat and R. Raghunathan, “On the local and global exterior
square L-functions of GL,”, Math. Res. Lett. 19:4 (2012), 785-804. MR Zbl

[Krishnamurthy 2012] M. Krishnamurthy, “Determination of cusp forms on GL(2) by coefficients
restricted to quadratic subfields”, J. Number Theory 132:6 (2012), 1359-1384. MR Zbl

[Lomeli 2016] L. A. Lomeli, “On automorphic L-functions in positive characteristic”, Ann. Inst.
Fourier (Grenoble) 66:5 (2016), 1733-1771. MR Zbl

[Matringe 2009] N. Matringe, “Conjectures about distinction and local Asai L-functions”, Int. Math.
Res. Not. 2009:9 (2009), 1699-1741. MR Zbl

[Matringe 2011] N. Matringe, “Distinguished generic representations of GL(n) over p-adic fields”,
Int. Math. Res. Not. 2011:1 (2011), 74-95. MR Zbl

[Matringe 2014] N. Matringe, “Linear and Shalika local periods for the mirabolic group, and some
consequences”, J. Number Theory 138 (2014), 1-19. MR Zbl

[Matringe 2015] N. Matringe, “On the local Bump—Friedberg L-function”, J. Reine Angew. Math.
709 (2015), 119-170. MR Zbl

[Matringe 2017] N. Matringe, “Shalika periods and parabolic induction for GL(n) over a non-
Archimedean local field”, Bull. Lond. Math. Soc. 49:3 (2017), 417-427. MR Zbl

[Offen 2018] O. Offen, “Period integrals of automorphic forms and local distinction”, pp. 159-195 in
Relative aspects in representation theory, Langlands functoriality and automorphic forms (Marseille,
2016), edited by V. Heiermann and D. Prasad, Lecture Notes in Math. 2221, Springer, 2018. MR
Zbl

[Rodier 1973] F. Rodier, “Whittaker models for admissible representations of reductive p-adic split
groups”, pp. 425430 in Harmonic analysis on homogeneous spaces (Williamstown, MA, 1972),
edited by C. C. Moore, Proc. Sympos. Pure Math. 26, Amer. Math. Soc., Providence, RI, 1973. MR
Zbl

[Shahidi 1992] E. Shahidi, “Twisted endoscopy and reducibility of induced representations for p-adic
groups”, Duke Math. J. 66:1 (1992), 1-41. MR Zbl

[Shankman 2018] D. Shankman, “Local Langlands correspondence for Asai L-functions and e-
factors”, preprint, 2018. arXiv 1810.11852

[Tate 1979] J. Tate, “Number theoretic background”, pp. 3—-26 in Automorphic forms, representations
and L-functions, II (Corvallis, OR, 1977), edited by A. Borel and W. Casselman, Proc. Sympos. Pure
Math. 33, Amer. Math. Soc., Providence, RI, 1979. MR Zbl

[Yamana 2017] S. Yamana, “Local symmetric square L-factors of representations of general linear
groups”, Pacific J. Math. 286:1 (2017), 215-256. MR Zbl

[Yang 2022] C. Yang, “Linear periods for unitary representations”, Math. Z. 302:4 (2022), 2253-2284.
MR Zbl

[Zelevinsky 1980] A. V. Zelevinsky, “Induced representations of reductive p-adic groups, II: On
irreducible representations of GL(n)”’, Ann. Sci. Ecole Norm. Sup. (4) 13:2 (1980), 165-210. MR
Zbl


http://dx.doi.org/10.1007/s00229-019-01140-x
http://msp.org/idx/mr/4109498
http://msp.org/idx/zbl/1465.11123
http://dx.doi.org/10.1112/mtk.12079
http://msp.org/idx/mr/4220996
http://dx.doi.org/10.1353/ajm.2004.0030
http://msp.org/idx/mr/2075482
http://msp.org/idx/zbl/1061.11023
http://dx.doi.org/10.1007/s11856-017-1600-1
http://msp.org/idx/mr/3722261
http://msp.org/idx/zbl/1431.11068
http://dx.doi.org/10.4310/MRL.2012.v19.n4.a5
http://dx.doi.org/10.4310/MRL.2012.v19.n4.a5
http://msp.org/idx/mr/3008415
http://msp.org/idx/zbl/1333.11047
http://dx.doi.org/10.1016/j.jnt.2011.09.014
http://dx.doi.org/10.1016/j.jnt.2011.09.014
http://msp.org/idx/mr/2899809
http://msp.org/idx/zbl/1294.11057
http://dx.doi.org/10.5802/aif.3049
http://msp.org/idx/mr/3533269
http://msp.org/idx/zbl/1370.11064
http://dx.doi.org/10.1093/imrn/rnp002
http://msp.org/idx/mr/2500974
http://msp.org/idx/zbl/1225.22014
http://dx.doi.org/10.1093/imrn/rnq058
http://msp.org/idx/mr/2755483
http://msp.org/idx/zbl/1223.22015
http://dx.doi.org/10.1016/j.jnt.2013.11.012
http://dx.doi.org/10.1016/j.jnt.2013.11.012
http://msp.org/idx/mr/3168918
http://msp.org/idx/zbl/1294.22014
http://dx.doi.org/10.1515/crelle-2013-0083
http://msp.org/idx/mr/3430877
http://msp.org/idx/zbl/1398.11080
http://dx.doi.org/10.1112/blms.12020
http://dx.doi.org/10.1112/blms.12020
http://msp.org/idx/mr/3723627
http://msp.org/idx/zbl/1372.22017
http://dx.doi.org/10.1007/978-3-319-95231-4_3
http://msp.org/idx/mr/3839697
http://msp.org/idx/zbl/1457.11064
http://dx.doi.org/10.1090/pspum/026/0354942
http://dx.doi.org/10.1090/pspum/026/0354942
http://msp.org/idx/mr/0354942
http://msp.org/idx/zbl/0287.22016
http://dx.doi.org/10.1215/S0012-7094-92-06601-4
http://dx.doi.org/10.1215/S0012-7094-92-06601-4
http://msp.org/idx/mr/1159430
http://msp.org/idx/zbl/0785.22022
http://msp.org/idx/arx/1810.11852
http://dx.doi.org/10.1090/pspum/033.2/546607
http://msp.org/idx/mr/546607
http://msp.org/idx/zbl/0422.12007
http://dx.doi.org/10.2140/pjm.2017.286.215
http://dx.doi.org/10.2140/pjm.2017.286.215
http://msp.org/idx/mr/3582406
http://msp.org/idx/zbl/1421.11044
http://dx.doi.org/10.1007/s00209-022-03136-y
http://msp.org/idx/mr/4509028
http://msp.org/idx/zbl/07619449
http://dx.doi.org/10.24033/asens.1379
http://dx.doi.org/10.24033/asens.1379
http://msp.org/idx/mr/584084
http://msp.org/idx/zbl/0441.22014

340 YEONGSEONG JO

Received April 20, 2022. Revised December 22, 2022.

YEONGSEONG JO

DEPARTMENT OF MATHEMATICS EDUCATION
EwWHA WOMANS UNIVERSITY

SEOUL

SOUTH KOREA

yeongseong.jo@ewha.ac.kr


mailto:yeongseong.jo@ewha.ac.kr

PACIFIC JOURNAL OF MATHEMATICS

Founded in 1951 by E. F. Beckenbach (1906-1982) and F. Wolf (1904-1989)

Matthias Aschenbrenner
Fakultit fir Mathematik
Universitit Wien
Vienna, Austria
matthias.aschenbrenner @univie.ac.at

Robert Lipshitz
Department of Mathematics
University of Oregon
Eugene, OR 97403
lipshitz@uoregon.edu

msp.org/pjm

EDITORS

Don Blasius (Managing Editor)

Department of Mathematics
University of California
Los Angeles, CA 90095-1555
blasius @math.ucla.edu

Paul Balmer
Department of Mathematics
University of California
Los Angeles, CA 90095-1555
balmer@math.ucla.edu

Kefeng Liu
Department of Mathematics
University of California
Los Angeles, CA 90095-1555
liu@math.ucla.edu

Vyjayanthi Chari
Department of Mathematics
University of California
Riverside, CA 92521-0135
chari@math.ucr.edu

Sorin Popa
Department of Mathematics
University of California
Los Angeles, CA 90095-1555

popa@math.ucla.edu

Paul Yang
Department of Mathematics
Princeton University
Princeton NJ 08544-1000
yang @math.princeton.edu

PRODUCTION
Silvio Levy, Scientific Editor, production@msp.org

See inside back cover or msp.org/pjm for submission instructions.

The subscription price for 2023 is US $605/year for the electronic version, and $820/year for print and electronic.

Subscriptions, requests for back issues and changes of subscriber address should be sent to Pacific Journal of Mathematics, P.O. Box
4163, Berkeley, CA 94704-0163, U.S.A. The Pacific Journal of Mathematics is indexed by Mathematical Reviews, Zentralblatt MATH,
PASCAL CNRS Index, Referativnyi Zhurnal, Current Mathematical Publications and Web of Knowledge (Science Citation Index).

The Pacific Journal of Mathematics (ISSN 1945-5844 electronic, 0030-8730 printed) at the University of California, c/o Department
of Mathematics, 798 Evans Hall #3840, Berkeley, CA 94720-3840, is published twelve times a year. Periodical rate postage paid at
Berkeley, CA 94704, and additional mailing offices. POSTMASTER: send address changes to Pacific Journal of Mathematics, P.O.
Box 4163, Berkeley, CA 94704-0163.

PJM peer review and production are managed by EditFLoW® from Mathematical Sciences Publishers.
PUBLISHED BY
:l mathematical sciences publishers
nonprofit scientific publishing

http://msp.org/
© 2023 Mathematical Sciences Publishers


http://msp.org/pjm/
mailto:blasius@math.ucla.edu
mailto:matthias.aschenbrenner@univie.ac.at
mailto:lipshitz@uoregon.edu
mailto:balmer@math.ucla.edu
mailto:liu@math.ucla.edu
mailto:yang@math.princeton.edu
mailto:chari@math.ucr.edu
mailto:popa@math.ucla.edu
mailto:production@msp.org
http://msp.org/pjm/
http://www.ams.org/mathscinet
http://www.emis.de/ZMATH/
http://www.viniti.ru/math_new.html
http://www.ams.org/bookstore-getitem/item=cmp
http://apps.isiknowledge.com
http://msp.org/
http://msp.org/

Local exterior square and Asai L-functions for GL(n) in odd
characteristic

YEONGSEONG JO

On weak convergence of quasi-infinitely divisible laws
ALEXEY KHARTOV

C*-irreducibility of commensurated subgroups

KANG L1 and EDUARDO SCARPARO
Local Maass forms and Eichler—Selberg relations for negative-weight
vector-valued mock modular forms

JOSHUA MALES and ANDREAS MONO

Representations of orientifold Khovanov-Lauda—Rouquier algebras
and the Enomoto—Kashiwara algebra
TOMASZ PRZEZDZIECKI

301

341

369

381

407



	1. Introduction
	2. Jacquet–Shalika zeta integrals
	2A. Derivatives and exceptional poles
	2B. Classifications of distinguished representations
	2C. Deformations and specializations
	2D. The equality for principal series representations

	3. Local to global argument
	3A. Eulerian integral representations
	3B. The equality for discrete series representations

	4. Bump–Friedberg and Flicker zeta integrals
	4A. Bump–Friedberg L-factors
	4B. Asai L-factors

	Acknowledgements
	References
	
	

