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Let $V$ be a projective variety defined over a number field $K$, let $S$ be a polarized set of endomorphisms of $V$ all defined over $K$, and let $P \in V(K)$. For each prime $\mathfrak{p}$ of $K$, let $m_{\mathfrak{p}}(S, P)$ denote the number of points in the orbit of $P \bmod \mathfrak{p}$ for the semigroup of maps generated by $S$. Under suitable hypotheses on $S$ and $P$, we prove an analytic estimate for $m_{\mathfrak{p}}(S, P)$ and use it to show that the set of primes for which $m_{\mathfrak{p}}(S, P)$ grows subexponentially as a function of $\mathrm{N}_{K / \mathbb{Q}} \mathfrak{p}$ is a set of density zero. For $V=\mathbb{P}^{\mathbf{1}}$ we show that this holds for a generic set of maps $S$ provided that at least two of the maps in $S$ have degree at least four.
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## 1. Introduction

A general expectation in arithmetic dynamics over number fields is that the dynamical systems generated by "unrelated" self-maps $f_{1}, f_{2}: V \rightarrow V$ should not be too similar. For example, they should not have identical canonical heights [16], they should not have infinitely many common preperiodic points [ $2 ; 8 ; 11$ ], their orbits should not have infinite intersection [10], and arithmetically their orbits should not have unexpectedly large common divisors [15]. It is not always clear what "unrelated" should mean, but in any case it includes the assumption that $f_{1}$ and $f_{2}$ do not share a common iterate.

Similarly, we expect that the points in semigroup orbits generated by all finite compositions of "unrelated" maps $f_{1}$ and $f_{2}$ should be asymptotically large $[4 ; 13]$ when ordered by height, where now unrelated means that the semigroup is not unexpectedly small. For example, the semigroup is small if it contains no free

[^0]subsemigroups requiring at least 2 generators; cf. [3].
In this note, we study the size of semigroup orbits over finite fields. In particular, we show that, under suitable hypotheses, a free semigroup of maps defined over a number field generates many large orbits when reduced modulo primes. See $[1 ; 6$; 7; 21] for additional results in this vein.

Definition 1. We set notation that will remain in effect throughout this note.

| $K / \mathbb{Q}$ | a number field |
| :---: | :--- |
| $V / K$ | a smooth projective variety defined over $K$ |
| $r \geq 1$ | an integer |
| $S=\left\{f_{1}, \ldots, f_{r}\right\}$ | a set of morphisms $f_{i}: V \rightarrow V$ defined over $K$ |
| $d_{1}, \ldots, d_{r}$ | real numbers satisfying $d_{i}>1$ for $i=1, \ldots, r$ |
| $\mathcal{L} \in \operatorname{Pic}_{K}(V) \otimes \mathbb{R}$ | line bundles satisfying $f_{i}^{*} \mathcal{L} \cong \mathcal{L}^{\otimes d d_{i}}$ |
| $M_{S}$ | the semigroup generated by $S$ under composition |
| $\operatorname{Orb}_{S}(P)$ | the orbit $\left\{f(P): f \in M_{S}\right\}$ of a point $P \in V$ |

The following property will play a crucial role in some of our results.
Definition 2. A point $P \in V$ is called strongly $S$-wandering if the evaluation map

$$
\begin{equation*}
M_{S} \rightarrow V, \quad f \mapsto f(P), \tag{1}
\end{equation*}
$$

is injective.
Remark 3. If $V=\mathbb{P}^{1}$ and $S$ is any sufficiently generic set of maps as described in Section 3, then the set of points that fail to be strongly $S$-wandering is a set of bounded height. In particular, it follows in this case that all infinite orbits contain strongly wandering points, and this weaker condition is sufficient for our orbit bounds.

Our goal is to study the number of points in the reduction of $\operatorname{Orb}_{S}(P)$ modulo primes. We set some additional notation, briefly recall a standard definition, and then define our principal object of study.

$$
\begin{array}{cl}
R_{K} & \text { the ring of integers of } K \\
\operatorname{Spec}\left(R_{K}\right) & \text { the set of prime ideals of } R_{K} \\
\mathrm{~Np} & \text { the norm of } \mathfrak{p} \in \operatorname{Spec}\left(R_{K}\right), \text { that is, } \mathrm{Np}:=\# R_{K} / \mathfrak{p} .
\end{array}
$$

Definition 4. Let $\mathfrak{p} \in \operatorname{Spec}\left(R_{K}\right)$, and let $R_{\mathfrak{p}}$ denote the localization of $R_{K}$ at $\mathfrak{p}$, and let $k_{\mathfrak{p}}=R_{\mathfrak{p}} / \mathfrak{p} R_{\mathfrak{p}}$ denote the residue field. A finite $K$-morphism $f: V \rightarrow V$ has good reduction at $\mathfrak{p}$ if there is a scheme $\mathcal{V}_{\mathfrak{p}} / R_{\mathfrak{p}}$ that is proper and smooth over $R_{\mathfrak{p}}$, and there is an $R_{\mathfrak{p}}$-morphism $F_{\mathfrak{p}}: \mathcal{V}_{\mathfrak{p}} \rightarrow \mathcal{V}_{\mathfrak{p}}$ whose generic fiber is $f: V \rightarrow V_{.}{ }^{1}$

[^1]We write $\tilde{\mathcal{V}}_{\mathfrak{p}}=\mathcal{V}_{\mathfrak{p}} \times_{R_{\mathfrak{p}}} k_{\mathfrak{p}}$ for the special fiber of $\mathcal{V}_{\mathfrak{p}}$. Properness implies that each point $Q \in V(K)$ extends to a section $\mathcal{Q}_{\mathfrak{p}} \in \mathcal{V}_{\mathfrak{p}}\left(R_{\mathfrak{p}}\right)$, and the reduction $\tilde{Q}_{\mathfrak{p}} \in \tilde{\mathcal{V}}_{\mathfrak{p}}\left(k_{\mathfrak{p}}\right)$ of $Q$ modulo $\mathfrak{p}$ is the intersection of the image of $\mathcal{Q}_{\mathfrak{p}}$ with the fiber $\tilde{\mathcal{V}}_{\mathfrak{p}}$, i.e.,

$$
\left\{\tilde{Q}_{\mathfrak{p}}\right\}=\mathcal{Q}_{\mathfrak{p}}\left(\operatorname{Spec} R_{\mathfrak{p}}\right) \cap \mathcal{V}_{\mathfrak{p}}
$$

Similarly, the reduction $\tilde{f}_{\mathfrak{p}}$ of $f$ modulo $\mathfrak{p}$ is the restriction of $F_{\mathfrak{p}}$ to the special fiber $\tilde{\mathcal{V}}_{p}$.

Remark 5. Continuing with notation from Definition 4, we note that if $f$ has good reduction at $\mathfrak{p}$, then reduction modulo $\mathfrak{p}$ commutes with evaluation,

$$
\widetilde{f(Q)_{\mathfrak{p}}}=\tilde{f}_{\mathfrak{p}}\left(\tilde{Q}_{\mathfrak{p}}\right)
$$

Further, composition commutes with reduction for good reduction maps. In other words, if $f$ and $g$ have good reduction at $\mathfrak{p}$, then

$$
(\widetilde{f \circ g})_{\mathfrak{p}}=\tilde{f}_{\mathfrak{p}} \circ \tilde{g}_{\mathfrak{p}}
$$

Definition 6. Let $\mathfrak{p} \in \operatorname{Spec}\left(R_{K}\right)$. Continuing with notation from Definition 4, let $f_{1}, \ldots, f_{r}: V \rightarrow V$ be maps that have good reduction modulo $\mathfrak{p}$, and let $P \in$ $V(K)$. Then the reduction of the $S$-orbit of $P$ modulo $\mathfrak{p}$ is the set

$$
\operatorname{Orb}_{\tilde{S}}(\tilde{P} \bmod \mathfrak{p}):=\left\{\tilde{f}_{\mathfrak{p}}\left(\tilde{P}_{\mathfrak{p}}\right): f \in M_{S}\right\} .
$$

We define

$$
m_{\mathfrak{p}}:=m_{\mathfrak{p}}(S, P)=\# \operatorname{Orb}_{\tilde{S}}(\tilde{P} \bmod \mathfrak{p})
$$

to be the size of the $\bmod \mathfrak{p}$ reduction of $\operatorname{Orb}_{S}(P)$. (If any of the maps $f_{1}, \ldots, f_{r}$ has bad reduction at $\mathfrak{p}$, then we formally set $m_{\mathfrak{p}}=\infty$.)

Our main result is an analytic formula that implies that $m_{\mathfrak{p}}$ is not too small on average.

Theorem 7. Assume that $M_{S}$ is a free semigroup, that $P \in V(K)$ is a strongly $S$-wandering point, and that $r=\# S \geq 2$. Then there exists a constant $C_{1}=$ $C_{1}(K, V, S, P)$ such that, for all $\epsilon>0$,

$$
\begin{equation*}
\sum_{\mathfrak{p} \in \operatorname{Spec}\left(R_{K}\right)} \frac{\log \mathrm{Np}}{\mathrm{~Np} \cdot m_{\mathfrak{p}}(S, P)^{\epsilon}} \leq C_{1} \epsilon^{-1} \tag{2}
\end{equation*}
$$

Remark 8. The principal result of the paper [21] is an estimate exponentially weaker than (2) in the case that $r=\# S=1$, while a principal result of the paper [17] is an estimate that exactly mirrors (2) with $m_{\mathfrak{p}}$ equal to the number of points on the mod $\mathfrak{p}$ reduction of the multiples of a point on an abelian variety. Thus the present
paper, as well as the papers $[4 ; 13]$, suggest that the analogy

$$
\binom{\text { arithmetic of points }}{\text { of an abelian variety }} \Longleftrightarrow\binom{\text { arithmetic of points in orbits }}{\text { of a dynamical system }}
$$

described in [5] and [22, §6.5] may be more accurate when the dynamical system on the right-hand side is generated by at least two non-commuting maps, rather than using orbits coming from iteration of a single map.

Estimate (2) can be used to show that there are few primes $\mathfrak{p}$ for which $m_{\mathfrak{p}}(S, P)$ is subexponential compared to Np . We quantify this assertion in the following corollary.
Corollary 9. Let $S, M_{S}$ and $P$ be as in Theorem 7, and let $\bar{\delta}$ and $\delta$ denote the (upper) logarithmic analytic densities on sets of primes as described in Definition 12.
(a) There is a constant $C_{2}=C_{2}(K, V, S, P)$ such that

$$
\bar{\delta}\left(\left\{\mathfrak{p} \in \operatorname{Spec}\left(R_{K}\right): m_{\mathfrak{p}}(S, P) \leq \operatorname{Np}^{\gamma}\right\}\right) \leq C_{2} \gamma
$$

holds for all $0<\gamma<1$.
(b) Let $L(t)$ be a subexponential function, i.e., a function with the property that

$$
\lim _{t \rightarrow \infty} \frac{L(t)}{t^{\mu}}=0 \quad \text { for all } \mu>0
$$

Then

$$
\delta\left(\left\{\mathfrak{p} \in \operatorname{Spec}\left(R_{K}\right): m_{\mathfrak{p}}(S, P) \leq L(N \mathfrak{p})\right\}\right)=0
$$

In the special case that $V=\mathbb{P}^{1}$, we show that the conclusions of Theorem 7 and Corollary 9 are true for generic sets of maps. In the statement of the next result, we write $\mathrm{Rat}_{d}$ for the space of rational maps of $\mathbb{P}^{1}$ of degree $d \geq 2$, so in particular $\mathrm{Rat}_{d}$ is an affine variety of dimension $2 d+1$; see $[20, \S 4.3]$ for details.

Theorem 10. Let $r \geq 2$, and let $d_{1}, \ldots, d_{r}$ be integers satisfying

$$
d_{1}, d_{2} \geq 4 \quad \text { and } \quad d_{3}, \ldots, d_{r} \geq 2
$$

Then there is a Zariski dense subset

$$
\mathcal{U}=\mathcal{U}\left(d_{1}, \ldots, d_{r}\right) \subseteq \operatorname{Rat}_{d_{1}} \times \cdots \times \operatorname{Rat}_{d_{r}}
$$

such that the inequality (2) in Theorem 7 and the density estimates in Corollary 9 are true for all number fields $K / \mathbb{Q}$, all $S \in \mathcal{U}(K)$, and all $P \in \mathbb{P}^{1}(K)$ for which $\operatorname{Orb}_{S}(P)$ is infinite.

The contents of this paper are as follows. In Section 2 we build upon prior work [17;21] of the second author to prove Theorem 7 and Corollary 9. Then in Section 3 we use results from $[10 ; 13 ; 23]$ to construct many sets of maps on $\mathbb{P}^{1}$
for which the bounds in Section 2 apply. The key step is to construct a point in every infinite orbit that is strongly wandering. The construction is explicit, and in particular, Theorem 15 describes an explicit set $\mathcal{U}$ for which Theorem 10 is true.

## 2. The size of orbits modulo $\mathfrak{p}$

We start with a key estimate.
Proposition 11. Let $S, M_{S}$ and $P$ be as in Theorem 7. For each $m \geq 2$, we define an integral ideal

$$
\begin{equation*}
\mathfrak{D}(m)=\mathfrak{D}(m ; K, V, S, P):=\prod_{\substack{\mathfrak{p} \in \operatorname{Spec}\left(R_{K}\right) \\ m_{\mathfrak{p}}(S, P) \leq m}} \mathfrak{p} . \tag{3}
\end{equation*}
$$

There are constants $C_{i}=C_{i}(K, V, S, P)$ for $i=3,4$ such that the following hold:
(a) If $r=\# S=1$, then

$$
\log \log N \mathfrak{D}(m) \leq C_{3} m \quad \text { for all } m \geq 2
$$

(b) Assume that $S$ generates a free semigroup, that $P \in V(K)$ is strongly $S$ wandering, and that $r=\# S \geq 2$. Then

$$
\log \log N \mathfrak{D}(m) \leq C_{4} \log m \quad \text { for all } m \geq 2
$$

Proof. (a) This is [21, Proposition 10].
(b) Next, since $V$ and $S$ are polarized with respect to some line bundle $\mathcal{L}$, we may choose $N \geq 1$ and an embedding $V \subseteq \mathbb{P}^{N}$ such that the $f_{i}$ extend to self-morphisms of $\mathbb{P}^{N}$. Next, for notational convenience, we write $m_{\mathfrak{p}}$ for $m_{\mathfrak{p}}(S, P)$ and use the standard combinatorics notation $[r]=\{1,2, \ldots, r\}$. Also to ease notation, we write

$$
f_{i}:=f_{i_{1}} \circ f_{i_{2}} \circ \cdots \circ f_{i_{k}} \quad \text { for } \quad i=\left(i_{1}, \ldots, i_{k}\right) \in[r]^{k}
$$

Let

$$
m \geq 1 \quad \text { and } \quad k=k(m):=\left\lceil\frac{\log (m+1)}{\log r}\right\rceil
$$

For each good reduction prime $\mathfrak{p}$, we consider the map that sends a function $f_{i}$ to the image of $P$ under reduction modulo $\mathfrak{p}$,

$$
\begin{equation*}
[r]^{k} \rightarrow \mathcal{O}_{\tilde{S}}(\tilde{P} \bmod \mathfrak{p}), \quad \boldsymbol{i} \mapsto f_{i}(P)(\bmod \mathfrak{p}) \tag{4}
\end{equation*}
$$

If

$$
m_{\mathfrak{p}} \leq m, \quad \text { then } \quad r^{k}>m_{\mathfrak{p}} \quad \text { by our choice of } k
$$

so the map (4) cannot be injective (pigeonhole principle) and there exist

$$
\boldsymbol{i} \neq \boldsymbol{j} \text { in }[r]^{k} \quad \text { satisfying } \quad f_{\boldsymbol{i}}(P) \equiv f_{\boldsymbol{j}}(P)(\bmod \mathfrak{p})
$$

Sine we have assumed that $P$ is strongly wandering, i.e., that the map

$$
M_{S} \rightarrow V(K), \quad f \mapsto f(P)
$$

is injective, it follows that the global points are distinct,

$$
f_{i}(P) \neq f_{j}(P)
$$

so the ideals generated by their "differences" are non-zero.
More formally, [21, Lemma 9] says that there is an integral ideal $\mathfrak{C}=\mathfrak{C}_{K} \subseteq R_{K}$ with the property that every point $Q \in \mathbb{P}^{N}(K)$ can be written with homogeneous coordinates

$$
Q=\left[\alpha_{0}, \ldots, \alpha_{N}\right]
$$

satisfying ${ }^{2}$

$$
\alpha_{0}, \ldots, \alpha_{N} \in R_{K} \quad \text { and } \quad\left(\alpha_{0} R_{K}+\cdots \alpha_{N} R_{K}\right) \mid \mathfrak{C}_{K}
$$

Applying [21, Lemma 9] to our situation, for the given $P \in V(K)$, we can write

$$
f_{i}(P)=\left[A_{0}(\boldsymbol{i}), \ldots, A_{N}(\boldsymbol{i})\right]
$$

with $A_{0}(\boldsymbol{i}), \ldots, A_{N}(\boldsymbol{i}) \in R_{K}$ and such that the ideal

$$
\begin{equation*}
\mathfrak{A}(\boldsymbol{i}):=A_{0}(\boldsymbol{i}) R_{K}+\cdots+A_{N}(\boldsymbol{i}) R_{K} \quad \text { divides the ideal } \mathfrak{C} . \tag{5}
\end{equation*}
$$

Then for $\mathfrak{p} \nmid \mathfrak{C}$ we have

$$
\begin{aligned}
f_{i}(P) & \equiv f_{j}(P)(\bmod \mathfrak{p}) \\
& \Longleftrightarrow A_{u}(\boldsymbol{i}) A_{v}(\boldsymbol{j}) \equiv A_{v}(\boldsymbol{i}) A_{u}(\boldsymbol{j})(\bmod \mathfrak{p}) \quad \text { for all } 0 \leq u, v \leq N
\end{aligned}
$$

We define a difference ideal

$$
\mathfrak{B}(\boldsymbol{i}, \boldsymbol{j}):=\sum_{0 \leq u, v \leq N}\left(A_{u}(\boldsymbol{i}) A_{v}(\boldsymbol{j})-A_{v}(\boldsymbol{i}) A_{u}(\boldsymbol{j})\right) R_{K}
$$

and the product of the difference ideals

$$
\mathfrak{D}^{\prime}(m):=\prod_{i, j \in[r]^{k}, \boldsymbol{i} \neq \boldsymbol{j}} \mathfrak{B}(\boldsymbol{i}, \boldsymbol{j})
$$

Then

$$
\mathfrak{p} \nmid \mathfrak{C} \text { and } m_{\mathfrak{p}} \leq m \quad \Longrightarrow \quad \mathfrak{p} \mid \mathfrak{D}^{\prime}(m)
$$

and hence

$$
\mathfrak{D}(m) \mid \mathfrak{C} \cdot \mathfrak{D}^{\prime}(m)
$$

[^2]Since $\mathfrak{C}$ depends only on $K$, it remains to estimate the norm of $\mathfrak{D}^{\prime}(m)$.
Let $h(\cdot)$ denote the logarithmic Weil height on $\mathbb{P}^{N}$, and let $\mathfrak{A}(\boldsymbol{i})$ for $\boldsymbol{i} \in[r]^{k}$ be the ideals defined by (5). Then, using [21, Proposition 7], we find for all $\boldsymbol{i}$ and $\boldsymbol{j}$ that

$$
\frac{1}{[K: \mathbb{Q}]} \log \frac{\mathrm{N} \mathfrak{B}(\boldsymbol{i}, \boldsymbol{j})}{\mathrm{NA}(\boldsymbol{i}) \cdot \mathrm{N} \mathfrak{A}(\boldsymbol{j})} \leq h\left(f_{\boldsymbol{i}}(P)\right)+h\left(f_{\boldsymbol{j}}(P)\right)+C_{5},
$$

where $C_{5}$ is an absolute constant. Since $\mathrm{N} \mathscr{A}(\boldsymbol{i})$ and $\mathrm{N} \mathfrak{A}(\boldsymbol{j})$ are smaller than NC , this implies that

$$
\frac{1}{[K: \mathbb{Q}]} \log \mathrm{N} \mathfrak{B}(\boldsymbol{i}, \boldsymbol{j}) \leq h\left(f_{i}(P)\right)+h\left(f_{\boldsymbol{j}}(P)\right)+C_{6} .
$$

Next we apply the height estimate

$$
h\left(f_{i}(P)\right) \leq C_{7} \cdot \prod_{u=1}^{k} d_{i_{u}}
$$

which is a weak form of [12, Lemma 2.1]. This yields

$$
\frac{1}{[K: \mathbb{Q}]} \log \mathrm{NB}(\boldsymbol{i}, \boldsymbol{j}) \leq C_{7} \cdot \prod_{u=1}^{k} d_{i_{u}}+C_{7} \cdot \prod_{u=1}^{k} d_{j_{u}}+C_{6}
$$

This gives

$$
\begin{aligned}
\log \mathfrak{D}^{\prime}(m) & =\sum_{i, \boldsymbol{j} \in[r]^{k}, \boldsymbol{i} \neq \boldsymbol{j}} \log \mathfrak{B}(\boldsymbol{i}, \boldsymbol{j}) \\
& \leq \sum_{i, \boldsymbol{j} \in[r]^{k}, \boldsymbol{i} \neq \boldsymbol{j}}\left(C_{7} \cdot \prod_{u=1}^{k} d_{i_{u}}+C_{7} \cdot \prod_{u=1}^{k} d_{j_{u}}+C_{6}\right) \\
& \leq C_{8} \cdot r^{k} \cdot \sum_{i \in[r]^{k}} \prod_{u=1}^{k} d_{i_{u}} \\
& =C_{8} \cdot\left(r \cdot \sum_{i \in[r]} d_{i}\right)^{k} \\
& \leq C_{9} \cdot\left(r \cdot \sum_{i \in[r]} d_{i}\right)^{1+\frac{\log (m+1)}{\log r}}
\end{aligned}
$$

Hence

$$
\log \log \mathfrak{D}^{\prime}(m) \leq C_{10} \cdot \log (m+1)+C_{11}
$$

Since $m \geq 2$, we can absorb $C_{11}$ into $C_{10}$, although we remark that if we leave in $C_{11}(K, V, S, P)$, then we can take $C_{10}$ to depend on only the degrees of the
maps in $S$,

$$
C_{10}=C_{10}\left(d_{1}, \ldots, d_{r}\right)=1+\frac{\log \left(d_{1}+\cdots+d_{r}\right)}{\log r}
$$

This completes the proof of Proposition 11.
Proof of Theorem 7. To ease notation, we let

$$
g(t)=\frac{\log t}{t} \quad \text { and } \quad G(t)=\frac{1}{t^{\epsilon}} .
$$

We start with two elementary estimates. First, the mean value theorem gives

$$
\begin{equation*}
G(m)-G(m+1) \leq \sup _{m \leq t \leq m+1}-G^{\prime}(t)=\sup _{m \leq t \leq m+1} \frac{\epsilon}{t^{1+\epsilon}}=\frac{\epsilon}{m^{1+\epsilon}} \tag{6}
\end{equation*}
$$

Second, an easy integral calculation gives

$$
\begin{equation*}
\sum_{m \geq 1} g(m) G(m) \leq \int_{1}^{\infty} \frac{\log x}{x^{1+\epsilon}} \mathrm{dx}=\frac{1}{\epsilon^{2}} \tag{7}
\end{equation*}
$$

We use these and our other calculations to estimate

$$
\begin{array}{rlrl}
\sum_{\mathfrak{p} \in \operatorname{Spec}\left(R_{K}\right)} & \frac{\log \operatorname{Np}}{N \mathfrak{p} \cdot m_{\mathfrak{p}}^{\epsilon}} & & \\
& =\sum_{\mathfrak{p} \in \operatorname{Spec}\left(R_{K}\right)} g(\mathrm{~Np}) \cdot G\left(m_{\mathfrak{p}}\right) & & \\
& =\sum_{m \geq 1} G(m) \sum_{\substack{\mathfrak{p} \in \operatorname{Spec}\left(R_{K}\right) \\
m_{\mathfrak{p}}=m}} g(\mathrm{~Np}) & \\
& =\sum_{m \geq 1}(G(m)-G(m+1)) \sum_{\substack{\mathfrak{p} \in \operatorname{Spec}\left(R_{K}\right) \\
m_{\mathfrak{p}} \leq m}} g(\mathrm{~Np}) & \text { (Abel summation) } \\
& \leq \sum_{m \geq 1} \frac{\epsilon}{m^{1+\epsilon}} \sum_{\substack{\mathfrak{p} \in \operatorname{Spec}\left(R_{K}\right) \\
m_{\mathfrak{p}} \leq m}} g(\mathrm{~Np}) & & \text { (from (6)) } \\
& =\sum_{m \geq 1} \frac{\epsilon}{m^{1+\epsilon}} \sum_{\substack{\mathfrak{p} \in \operatorname{Spec}\left(R_{K}\right) \\
\mathfrak{p} \mid \mathfrak{D}(m)}} g(\mathrm{~Np}) & & \text { (by definition (3) of } \mathfrak{D}(m) \text { ) } \\
& \leq \sum_{m \geq 1} \frac{\epsilon}{m^{1+\epsilon}} \cdot\left(C_{12} \log \log \mathfrak{D}(m)+C_{13}\right) & \text { (from [17, Corollary 2.3]) } \\
\leq & & \text { (from Proposition 11(b)) } \\
& =C_{14} \sum_{m \geq 1} \frac{\epsilon}{m^{1+\epsilon}} \cdot \log m & \text { (by definition of } g \text { and } G \text { ) } \\
& =C_{14} \cdot \epsilon \cdot \sum_{m \geq 1} g(m) \cdot G(m) & \text { (from (7)). }
\end{array}
$$

Definition 12. Let $\mathcal{P} \subset \operatorname{Spec}\left(R_{K}\right)$ be a set of primes. The upper logarithmic analytic density of $\mathcal{P}$ is

$$
\bar{\delta}(\mathcal{P}):=\limsup _{s \rightarrow 1^{+}}(s-1) \sum_{\mathfrak{p} \in \mathcal{P}} \frac{\log N \mathfrak{p}}{N p^{s}}
$$

Similarly, the logarithmic analytic density of $\mathcal{P}$, denoted $\delta(P)$, is given by the same formula with a limit, instead of a lim sup.

Proof of Corollary 9. (a) For any $0<\gamma<1$, we let

$$
\mathcal{P}_{\gamma}:=\left\{\mathfrak{p} \in \operatorname{Spec}\left(R_{K}\right): m_{\mathfrak{p}} \leq \mathrm{Np}^{\gamma}\right\} .
$$

Then

$$
\begin{array}{rlr}
\frac{C_{1}}{\epsilon} & \geq \sum_{\mathfrak{p} \in \operatorname{Spec}\left(R_{K}\right)} \frac{\log \mathrm{Np}}{\mathrm{~Np} \cdot m_{\mathfrak{p}}^{\epsilon}} & (\text { from Theorem 7) } \\
& \geq \sum_{\mathfrak{p} \in \mathcal{P}_{\gamma}} \frac{\log \mathrm{Np}}{\mathrm{~Np} \cdot m_{\mathfrak{p}}^{\epsilon}} \quad \text { (summing over a smaller set) }
\end{array}
$$

$$
\begin{equation*}
\geq \sum_{\mathfrak{p} \in \mathcal{P}_{\gamma}} \frac{\log N \mathfrak{p}}{N p^{1+\gamma \epsilon}} \quad \text { (by definition of } \mathcal{P}_{\gamma} \text { ) } \tag{8}
\end{equation*}
$$

This allows us to estimate the upper logarithmic density of $\mathcal{P}_{\gamma}$ by

$$
\begin{array}{rlrl}
\bar{\delta}\left(\mathcal{P}_{\gamma}\right) & =\limsup _{s \rightarrow 1^{+}}(s-1) \sum_{\mathfrak{p} \in \mathcal{P}_{\gamma}} \frac{\log N \mathfrak{p}}{N p^{s}} \\
& =\limsup _{\epsilon \rightarrow 0^{+}} \gamma \epsilon \sum_{\mathfrak{p} \in \mathcal{P}_{\gamma}} \frac{\log \mathrm{Np}}{N \mathfrak{p}^{1+\gamma \epsilon}} \quad(\text { setting } s=1+\gamma \epsilon) \\
& \leq \limsup _{\epsilon \rightarrow 0^{+}} \gamma \epsilon \cdot \frac{C_{1}}{\epsilon} & \quad(\text { from (8)) }  \tag{8}\\
& =C_{1} \gamma . &
\end{array}
$$

This completes the proof of Corollary 9(a).
(b) We let

$$
\mathcal{P}_{L}:=\left\{\mathfrak{p} \in \operatorname{Spec}\left(R_{K}\right): m_{\mathfrak{p}} \leq L(N \mathfrak{p})\right\} .
$$

The assumption that $L$ is subexponential means that for all $\mu>0$ there exists a constant $C_{16}(L, \mu)$ depending only on $L$ and $\mu$ such that

$$
L(t) \leq t^{\mu} \quad \text { for all } t>C_{16}(L, \mu)
$$

We also note that

$$
\begin{equation*}
\mathfrak{p} \in \mathcal{P}_{L} \quad \Longleftrightarrow m_{\mathfrak{p}} \leq L(\mathrm{~Np}) \tag{9}
\end{equation*}
$$

We now fix a $\mu>0$ and estimate

$$
\begin{aligned}
& \bar{\delta}\left(\mathcal{P}_{L}\right)=\limsup _{\lambda \rightarrow 0^{+}} \lambda \sum_{\mathfrak{p} \in \mathcal{P}_{L}} \frac{\log N \mathfrak{p}}{N \mathfrak{p}^{1+\lambda}} \\
& =\underset{\substack{\lambda \rightarrow 0^{+} \\
N \mathfrak{p} \geq C_{16}(L, \mu)}}{\limsup _{\substack{\mathfrak{p}}} \lambda \mathcal{P}_{L} \frac{\log N \mathfrak{p}}{N \mathfrak{p}^{1+\lambda}}} \quad \begin{array}{r}
\text { (since } \mu \text { is fixed, so we can discard } \\
\text { finitely many terms) }
\end{array} \\
& \leq \limsup _{\lambda \rightarrow 0^{+}} \lambda \sum_{\substack{\mathfrak{p} \in \mathcal{P}_{L} \\
N \mathfrak{p} \geq C_{16}(L, \mu)}} \frac{\log N \mathfrak{p}}{N \mathfrak{p}} \cdot \frac{1}{m_{\mathfrak{p}}^{\lambda / \mu}} \quad \text { (from (9)) } \\
& \leq \limsup _{\lambda \rightarrow 0^{+}} \lambda \sum_{\mathfrak{p} \in \operatorname{Spec} R_{K}} \frac{\log N \mathfrak{p}}{\mathrm{~Np}} \cdot \frac{1}{m_{\mathfrak{p}}^{\lambda / \mu}} \\
& \leq \limsup _{\lambda \rightarrow 0^{+}} \lambda \cdot C_{1} \cdot\left(\frac{\lambda}{\mu}\right)^{-1} \quad \text { (from Theorem 7) } \\
& =C_{1} \mu .
\end{aligned}
$$

This estimate holds for all $\mu>0$, so we find that

$$
\bar{\delta}\left(\mathcal{P}_{L}\right) \leq \inf _{\mu>0} C_{1} \cdot \mu=0
$$

which completes the proof that $\delta\left(\mathcal{P}_{L}\right)=0$.

## 3. Orbits of generic families of maps of $\mathbb{P}^{\mathbf{1}}$

In this section, we show that there are many sets of endomorphisms of $\mathbb{P}^{1}$ for which Theorem 7 holds. To make this statement precise, we need some definitions.
Definition 13. Let $f$ be a non-constant rational map of $\mathbb{P}^{1}$ defined over $\overline{\mathbb{Q}}$. A point $w \in \mathbb{P}^{1}(\overline{\mathbb{Q}})$ is a critical value of $f$ if $f^{-1}(w)$ contains fewer than $\operatorname{deg}(f)$ elements. It is a simple critical value if

$$
\# f^{-1}(w)=\operatorname{deg}(f)-1
$$

The map $f$ is critically simple if all of its critical values are simple.
Definition 14. Let $f$ and $g$ be non-constant rational maps of $\mathbb{P}^{1}$ with respective critical value sets $\mathrm{CritVal}_{f}$ and $\mathrm{CritVal}_{g}$. We say that $f$ and $g$ are critically separated if

$$
\operatorname{CritVal}_{f} \cap \operatorname{CritVal}_{g}=\varnothing
$$

Our first result says that the conclusions of Theorem 7 and Corollary 9 hold for certain sets $S$ that contain a pair of critically simple and critically separated maps and initial points $P$ with infinite orbit.
Theorem 15. Let $K / \mathbb{Q}$ be a number field, let $S$ be a set of endomorphisms of $\mathbb{P}^{1}$ defined over $K$ containing a pair of critically simple and critically separated maps of degree at least 4 , and let $P \in \mathbb{P}^{1}(K)$ be a point with infinite $S$-orbit. Then there is a constant $C_{17}=C_{17}(K, S, P)$ such that for all $\epsilon>0$,

$$
\sum_{\mathfrak{p} \in \operatorname{Spec}\left(R_{K}\right)} \frac{\log \mathrm{Np}}{\mathrm{~Np} \cdot m_{\mathfrak{p}}(S, P)^{\epsilon}} \leq C_{17} \cdot \epsilon^{-1}
$$

Remark 16. In particular, there is a constant $C_{18}(S)$ such that Theorem 15 holds for all $P \in \mathbb{P}^{1}(K)$ satisfying $h(P)>C_{18}(S)$; see Lemma 18 .

We start with a definition and some basic height estimates. In what follows, we fix an embedding $V \subseteq \mathbb{P}^{N}$ and extend the maps $f_{i}$ to self-morphisms of $\mathbb{P}^{N}$; here we use our assumption that $S$ is polarizable with respect to some line bundle $\mathcal{L}$. Moreover, $h(\cdot)$ denotes the logarithmic Weil height on $\mathbb{P}^{N}$.
Definition 17. A point $P \in V$ is moderately $S$-preperiodic if

$$
g \circ f(P)=f(P) \quad \text { for some } f, g \in M_{S} \text { with } g \neq 1
$$

Lemma 18. Let $V / \overline{\mathbb{Q}}$ be a variety, and let $S=\left\{f_{1}, \ldots, f_{r}\right\}$ be a set of polarized endomorphisms as described in Definition 1. Then there exists a constant $C_{19}=$ $C_{19}(S, V, \mathcal{L})$ such that the following statements hold for all $Q \in V(\overline{\mathbb{Q}})$ :
(a) If $Q$ is moderately $S$-preperiodic as described in Definition 17 , then $h(Q) \leq C_{19}$. In particular, this is true if $\operatorname{Orb}_{S}(Q)$ is finite.
(b) If $h(Q)>C_{19}$, then

$$
h(f(Q)) \geq h(Q) \quad \text { for all } f \in M_{S}
$$

Proof. These estimates are proven in [4, Lemma 2.11].
We combine Lemma 18 with the techniques in $[13 ; 19]$ to obtain the following result for pairs of maps that are critically simple and critically separated.
Proposition 19. Let $f_{1}$ and $f_{2}$ be endomorphisms of $\mathbb{P}^{1}$ of degree at least 4 , let $S=$ $\left\{f_{1}, f_{2}\right\}$, and suppose that $f_{1}$ and $f_{2}$ are critically simple and critically separated. Then the following statements hold:
(a) The semigroup $M_{S}$ is free.
(b) Let $P \in \mathbb{P}^{1}(\overline{\mathbb{Q}})$ be a point whose $S$-orbit $\operatorname{Orb}_{S}(P)$ is infinite. Then there exists a point $Q \in \operatorname{Orb}_{S}(P)$ such that $Q$ is strongly $S$-wandering as described in Definition 2.

Proof. (a) See [13, Proposition 4.1].
(b) We fix a number field $K$ over which $P, f_{1}$, and $f_{2}$ are defined. Letting $\Delta \subset$ $\mathbb{P}^{1} \times \mathbb{P}^{1}$ be the diagonal, we define three curves

$$
\begin{aligned}
\Gamma_{i} & :=\left(f_{i} \times f_{i}\right)^{-1}(\Delta) \quad \text { for } i=1,2, \\
\Gamma_{1,2} & :=\left(f_{1} \times f_{2}\right)^{-1}(\Delta)
\end{aligned}
$$

Then the main results in [19] (see also [13, Proposition 4.6]) imply that the curves $\Gamma_{1}$ and $\Gamma_{2}$ are each the union of $\Delta$ and an irreducible curve of geometric genus $\geq 2$, while $\Gamma_{1,2}$ is itself an irreducible curve of geometric genus $\geq 2$.

More specifically, the assumption that $f_{1}$ and $f_{2}$ are critically simple implies from [19, Corollary 3.6] that $\mathcal{C}_{1} \backslash \Delta$ and $\mathcal{C}_{2} \backslash \Delta$ are irreducible, while the assumption that $f_{1}$ and $f_{2}$ are critically separated implies from [19, Proposition 3.1] that $\mathcal{C}_{1,2}$ is irreducible. It then follows from [19, pages 208 and 210] that the geometric genera of these curves are given by the formulas

$$
\begin{aligned}
\operatorname{genus}\left(\Gamma_{i} \backslash \Delta\right) & =\left(\operatorname{deg}\left(f_{i}\right)-2\right)^{2} \quad \text { for } i=1,2 \\
\operatorname{genus}\left(\Gamma_{1,2} \backslash \Delta\right) & =\left(\operatorname{deg}\left(f_{1}\right)-1\right)\left(\operatorname{deg}\left(f_{2}\right)-1\right)
\end{aligned}
$$

In particular, the assumption that $f_{1}$ and $f_{2}$ have degree at least 4 ensures that these genera are at least 2.

We now invoke Faltings's theorem [9], [14, Theorem E.0.1] to deduce that the set

$$
\Sigma:=\Gamma_{1,2}(K) \cup\left(\Gamma_{1} \backslash \Delta\right)(K) \cup\left(\Gamma_{2} \backslash \Delta\right)(K)
$$

is finite. We note that the definition of $\Sigma$ says that for all $P, Q \in \mathbb{P}^{1}(K)$, we have
(10) $\quad\left[\begin{array}{llll}P \neq Q & \text { and } \quad f_{1}(P)=f_{1}(Q) & \Longrightarrow & (P, Q) \in \Sigma \\ P \neq Q & \text { and } \quad & f_{2}(P)=f_{2}(Q) & \Longrightarrow \\ & & (P, Q) \in \Sigma \\ & f_{1}(P)=f_{2}(Q) & \Longrightarrow & (P, Q) \in \Sigma\end{array}\right]$.

Let $\pi_{1}, \pi_{2}: \mathbb{P}^{1} \times \mathbb{P}^{1} \rightarrow \mathbb{P}^{1}$ be the two projection maps, and let

$$
C_{20}:=\max \left(\left\{h(P): P \in \pi_{1}(\Sigma)\right\} \cup\left\{h(P): P \in \pi_{2}(\Sigma)\right\}\right)
$$

be the maximum of the heights of the coordinates of the finitely many points in $\Sigma$. We then set

$$
C_{21}:=\max \left\{C_{19}, C_{20}\right\}
$$

where $C_{19}$ is the constant that appears in Lemma 18.
The fact that $\operatorname{Orb}_{S}(P) \subseteq \mathbb{P}^{1}(K)$ is infinite, combined with Northcott's theorem [18] saying that $\mathbb{P}^{1}(\bar{K})$ has only finitely many points of bounded height,
implies that there exists a point $Q \in \operatorname{Orb}_{S}(P)$ satisfying

$$
\begin{equation*}
h(Q)>C_{21} . \tag{11}
\end{equation*}
$$

We claim that $Q$ is strongly wandering for $S$. To see this, suppose that

$$
\begin{equation*}
f_{i_{1}} \circ \cdots \circ f_{i_{n}}(Q)=f_{j_{1}} \circ \cdots \circ f_{j_{m}}(Q) \tag{12}
\end{equation*}
$$

where without loss of generality we may assume that $n \geq m$. Our goal is to prove that $m=n$ and $i_{k}=j_{k}$ for all $1 \leq i \leq n$.

To ease notation, we let

$$
\begin{equation*}
F=f_{i_{2}} \circ \cdots \circ f_{i_{n}} \quad \text { and } \quad G=f_{j_{2}} \circ \cdots \circ f_{j_{m}} \tag{13}
\end{equation*}
$$

be the compositions with the initial map omitted. Thus (12) and (13) say that

$$
\begin{equation*}
f_{i_{1}}(F(Q))=f_{j_{1}}(G(Q)) \tag{14}
\end{equation*}
$$

It follows from (14) and (10) that one of the following is true:
(i) $i_{1}=j_{1}$ and $F(Q)=G(Q)$.
(ii) $i_{1}=j_{1}$ and $F(Q) \neq G(Q)$ and $(F(Q), G(Q)) \in \Sigma$.
(iii) $i_{1} \neq j_{1}$ and $(F(Q), G(Q)) \in \Sigma$.

On the other hand, we know that

$$
(F(Q), G(Q)) \in \Sigma \quad \Longrightarrow \quad h(F(Q)) \leq C_{21}<h(Q)
$$

by (11). But this contradicts Lemma 18. Hence (ii) and (iii) are false, so (i) is true.
We recall that $m \leq n$, so repeating this argument, we conclude that

$$
i_{k}=j_{k} \quad \text { for all } 1 \leq k \leq m
$$

If $m<n$ is a strict inequality, then we see that

$$
f_{i_{m+1}} \circ \cdots \circ f_{i_{n}}(Q)=Q
$$

But then Lemma 18 implies that $h(Q) \leq C_{19} \leq C_{21}$, and we obtain a contradiction of (11). Thus $m=n$ and $i_{k}=j_{k}$ for all $1 \leq k \leq n$, which completes the proof that $Q$ is a strongly $S$-wandering point.

We now have the tools in place to prove Theorem 15.
Proof of Theorem 15. Let $S$ be the given set of endomorphisms of $\mathbb{P}^{1}$, and let $f_{1}$ and $f_{2}$ be the given maps in $S$ that have degree at least 4 and that are critically simple and critically separated. We let

$$
S^{\prime}=\left\{f_{1}, f_{2}\right\}
$$

We are given that the point $P \in \mathbb{P}^{1}(K)$ has infinite $S$-orbit, and hence by Northcott's theorem [18], there are points of arbitrarily large height in $\operatorname{Orb}_{S}(P)$. We choose a point

$$
Q^{\prime} \in \operatorname{Orb}_{S}(P) \quad \text { satisfying } \quad h\left(Q^{\prime}\right)>C_{19}\left(S^{\prime}\right)
$$

where $C_{19}\left(S^{\prime}\right)$ is the constant associated to the set $S^{\prime}$ appearing in Lemma 18. In particular, it follows from Lemma 18(b) and Northcott's theorem that $\operatorname{Orb}_{S^{\prime}}\left(Q^{\prime}\right)$ must be infinite. Then Proposition 19 implies that $M_{S^{\prime}}$ is free and that there is a point

$$
Q \in \operatorname{Orb}_{S^{\prime}}\left(Q^{\prime}\right) \subseteq \operatorname{Orb}_{S}(P)
$$

that is strongly $S^{\prime}$-wandering. Applying Theorem 7 to the set $S^{\prime}$ and the point $Q$, we deduce that

$$
\sum_{\mathfrak{p} \in \operatorname{Spec}\left(R_{K}\right)} \frac{\log \mathrm{Np}}{\mathrm{~Np} \cdot m_{\mathfrak{p}}(S, P)^{\epsilon}} \leq \sum_{\mathfrak{p} \in \operatorname{Spec}\left(R_{K}\right)} \frac{\log \mathrm{Np}}{\mathrm{~Np} \cdot m_{\mathfrak{p}}\left(S^{\prime}, Q\right)^{\epsilon}} \leq C_{17} \epsilon^{-1}
$$

for some constant $C_{17}$ depending on $S, Q$ (and so $P$ ) and $K$. For this last conclusion, we have also used the fact that

$$
m_{\mathfrak{p}}\left(S^{\prime}, Q\right) \leq m_{\mathfrak{p}}(S, P)
$$

which is immediate from the inclusion $\operatorname{Orb}_{S^{\prime}}(Q) \subseteq \operatorname{Orb}_{S}(P)$.
Proof of Theorem 10. We recall that $\mathrm{Rat}_{d}$ denotes the space of rational maps of degree $d$. Then it follows from Theorems 1.1-1.4 in [19] that if $d_{1}, d_{2} \geq 4$, then the set

$$
\mathcal{V}_{d_{1}, d_{2}}:=\left\{\left(f_{1}, f_{2}\right) \in \operatorname{Rat}_{d_{1}} \times \operatorname{Rat}_{d_{2}}: \begin{array}{l}
f_{1} \text { and } f_{2} \text { are critically simple } \\
\text { and critically separated }
\end{array}\right\}
$$

is Zariski dense in $\operatorname{Rat}_{d_{1}} \times \operatorname{Rat}_{d_{2}}$. Then for any $d_{3}, \ldots, d_{r} \geq 2$, the set

$$
\mathcal{U}\left(d_{1}, \ldots, d_{r}\right):=\mathcal{V}_{d_{1}, d_{2}} \times \operatorname{Rat}_{d_{3}} \times \cdots \times \operatorname{Rat}_{d_{r}}
$$

is Zariski dense in $\operatorname{Rat}_{d_{1}} \times \cdots \times \operatorname{Rat}_{d_{r}}$, and Theorem 15 gives us that the desired inequality (2) for every $S$ generated by a set of maps

$$
\left(f_{1}, \ldots, f_{r}\right) \in \mathcal{U}\left(d_{1}, \ldots, d_{r}\right)
$$

We conclude with a variant of Theorem 15 in which the maps are polynomials. We start with a definition.
Definition 20. A polynomial $f(x) \in \overline{\mathbb{Q}}[x]$ is power-like if there exist polynomials $R(x), C(x), L(x) \in \overline{\mathbb{Q}}[x]$ such that

$$
\begin{aligned}
f & =R \circ C \circ L, \operatorname{deg}(L)=1, \operatorname{deg}(C) \geq 2 \\
C(x) & =\text { a power map or a Chebyshev polynomial. }
\end{aligned}
$$

Theorem 21. Let $K / \mathbb{Q}$ be a number field, let $S$ be a set of endomorphisms of $\mathbb{P}^{1}$ defined over $K$, and let $P \in \mathbb{P}^{1}(K)$ be a point such that $\operatorname{Orb}_{S}(P)$ is infinite. Suppose further that $S$ contains polynomials $f_{1}(x), f_{2}(x) \in K[x]$ having the following properties:
(1) Neither $f_{1}$ nor $f_{2}$ is power-like; see Definition 20.
(2) For all $g \in \overline{\mathbb{Q}}[x]$ satisfying $\operatorname{deg}(g) \geq 2$, we have

$$
f_{1} \neq f_{2} \circ g \quad \text { and } \quad f_{2} \neq f_{1} \circ g
$$

Then there is a constant $C_{22}=C_{22}(K, S, P)$ such that for all $\epsilon>0$,

$$
\sum_{\mathfrak{p} \in \operatorname{Spec}\left(R_{K}\right)} \frac{\log \mathrm{Np}}{\mathrm{~Np} \cdot m_{\mathfrak{p}}(S, P)^{\epsilon}} \leq C_{22} \cdot \epsilon^{-1}
$$

The proof of Theorem 21 is similar to the proof of Theorem 15, except that we use $[10 ; 23]$ instead of $[13 ; 19]$. As a first step, we need the following result, which is a polynomial analogue of Proposition 19.

Proposition 22. Let $f_{1}$ and $f_{2}$ be polynomials satisfying the hypotheses of Theorem 21 , and let $S=\left\{f_{1}, f_{2}\right\}$. Then the following statements hold:
(a) The semigroup $M_{S}$ is free.
(b) Let $P \in \mathbb{P}^{1}(\overline{\mathbb{Q}})$ be a point whose $S$-orbit $\operatorname{Orb}_{S}(P)$ is infinite. Then there exists a strongly $S$-wandering point $Q \in \operatorname{Orb}_{S}(P)$.

Proof. (a) See [13, Proposition 4.5].
(b) The proof is very similar to the proof of Proposition 19, so we just give a brief sketch, highlighting the differences. We note that we have picked a coordinate function $x$ on $\mathbb{P}^{1}$. We let $\infty \in \mathbb{P}^{1}$ be the pole of $x$ and let $\mathbb{A}^{1}=\mathbb{P}^{1} \backslash\{\infty\}$. Replacing $P$ with another point in $\operatorname{Orb}_{S}(P)$ if necessary, we may assume that $P \neq \infty$ is not the point at infinity. We choose a set $\mathfrak{S}$ of primes of $K$ so that the ring of $\mathfrak{S}$ integers $R_{K, \mathfrak{S}}$ satisfies

$$
P \in \mathbb{A}^{1}\left(R_{K, \mathfrak{S}}\right) \quad \text { and } \quad f_{1}(x), f_{2}(x) \in R_{K, \mathfrak{S}}[x]
$$

We use the map $f_{1} \times f_{2}: \mathbb{A}^{2} \rightarrow \mathbb{A}^{2}$ to define three affine curves,

$$
\Gamma_{1}:=\left(f_{1} \times f_{1}\right)^{-1}(\Delta), \quad \Gamma_{2}:=\left(f_{2} \times f_{2}\right)^{-1}(\Delta), \quad \Gamma_{1,2}:=\left(f_{1} \times f_{2}\right)^{-1}(\Delta)
$$

Then [13, Proposition 4.5], itself a consequence of the main results of [10;23], tells us that these are geometrically irreducible curves of geometric genus at least 1. (This is where we use the assumptions (1) and (2) of Theorem 21 on $f_{1}$ and $f_{2}$.)

The Siegel-Mahler theorem for integral points on affine curves [14, Theorem D.9.1] then implies that

$$
\Gamma_{1}\left(R_{K, \mathfrak{S}}\right), \quad \Gamma_{2}\left(R_{K, \mathfrak{S}}\right), \quad \text { and } \quad \Gamma_{1,2}\left(R_{K, \mathfrak{S}}\right) \quad \text { are finite sets, }
$$

and hence that

$$
\Sigma:=\Gamma_{1,2}\left(R_{K, \mathfrak{S}}\right) \cup\left(\Gamma_{1} \backslash \Delta\right)\left(R_{K, \mathfrak{S}}\right) \cup\left(\Gamma_{2} \backslash \Delta\right)\left(R_{K, \mathfrak{S}}\right)
$$

is finite.
The remainder of the proof of Proposition 22 follows the proof of Proposition 19, starting with the three possibilities described in (10).
Proof of Theorem 21. The proof of Theorem 21 is identical to that of Theorem 15. We first use Lemma 18, Proposition 22, and the fact that $\operatorname{Orb}_{S}(P)$ is infinite to find a point $Q \in \operatorname{Orb}_{S}(P)$ that is strongly wandering for $S^{\prime}=\left\{f_{1}, f_{2}\right\}$. We then apply Theorem 7 to the point $Q$ and the set $S^{\prime}=\left\{f_{1}, f_{2}\right\}$ to deduce the desired result for $P$ and $S$.

## Acknowledgements

The authors thank the referee for their detailed and helpful report.

## References

[1] A. Akbary and D. Ghioca, "Periods of orbits modulo primes", J. Number Theory 129:11 (2009), 2831-2842. MR Zbl
[2] M. Baker and L. DeMarco, "Preperiodic points and unlikely intersections", Duke Math. J. 159:1 (2011), 1-29. MR Zbl
[3] J. P. Bell, K. Huang, W. Peng, and T. J. Tucker, "A Tits alternative for rational functions", preprint, 2022. arXiv 2103.09994
[4] J. Bell, W. Hindes, and Z. Xiao, "Counting points by height in semigroup orbits", preprint, 2023. arXiv 2305.04960
[5] R. Benedetto, P. Ingram, R. Jones, M. Manes, J. H. Silverman, and T. J. Tucker, "Current trends and open problems in arithmetic dynamics", Bull. Amer. Math. Soc. (N.S.) 56:4 (2019), 611-685. MR Zbl
[6] M.-C. Chang, "On periods modulo $p$ in arithmetic dynamics", C. R. Math. Acad. Sci. Paris 353:4 (2015), 283-285. MR Zbl
[7] M.-C. Chang, C. D'Andrea, A. Ostafe, I. E. Shparlinski, and M. Sombra, "Orbits of polynomial dynamical systems modulo primes", Proc. Amer. Math. Soc. 146:5 (2018), 2015-2025. MR
[8] L. DeMarco, H. Krieger, and H. Ye, "Uniform Manin-Mumford for a family of genus 2 curves", Ann. of Math. (2) 191:3 (2020), 949-1001. MR Zbl
[9] G. Faltings, "Endlichkeitssätze für abelsche Varietäten über Zahlkörpern", Invent. Math. 73:3 (1983), 349-366. MR Zbl
[10] D. Ghioca, T. J. Tucker, and M. E. Zieve, "Linear relations between polynomial orbits", Duke Math. J. 161:7 (2012), 1379-1410. MR Zbl
[11] D. Ghioca, L.-C. Hsia, and T. J. Tucker, "Preperiodic points for families of rational maps", Proc. Lond. Math. Soc. (3) 110:2 (2015), 395-427. MR Zbl
[12] V. O. Healey and W. Hindes, "Stochastic canonical heights", J. Number Theory 201 (2019), 228-256. MR Zbl
[13] W. Hindes, "Counting points of bounded height in monoid orbits", Math. Z. 301:4 (2022), 3395-3416. MR Zbl
[14] M. Hindry and J. H. Silverman, Diophantine geometry: an introduction, Graduate Texts in Mathematics 201, Springer, 2000. MR Zbl
[15] K. Huang, "Generalized greatest common divisors for orbits under rational functions", Monatsh. Math. 191:1 (2020), 103-123. MR Zbl
[16] S. Kawaguchi and J. H. Silverman, "Dynamics of projective morphisms having identical canonical heights", Proc. Lond. Math. Soc. (3) 95:2 (2007), 519-544. MR Zbl
[17] M. R. Murty, M. Rosen, and J. H. Silverman, "Variations on a theme of Romanoff", Internat. J. Math. 7:3 (1996), 373-391. MR Zbl
[18] D. G. Northcott, "Periodic points on an algebraic variety", Ann. of Math. (2) 51 (1950), 167-177. MR Zbl
[19] F. Pakovich, "Algebraic curves $P(x)-Q(y)=0$ and functional equations", Complex Var. Elliptic Equ. 56:1-4 (2011), 199-213. MR Zbl
[20] J. H. Silverman, The arithmetic of dynamical systems, Graduate Texts in Mathematics 241, Springer, 2007. MR Zbl
[21] J. H. Silverman, "Variation of periods modulo $p$ in arithmetic dynamics", New York J. Math. 14 (2008), 601-616. MR Zbl
[22] J. H. Silverman, Moduli spaces and arithmetic dynamics, CRM Monograph Series 30, American Mathematical Society, Providence, RI, 2012. MR Zbl
[23] U. Zannier, "Integral points on curves $\frac{f(X)-f(Y)}{X-Y}$ ", Math. Z. 301:4 (2022), 3609-3616. MR Zbl

Received March 31, 2023. Revised September 1, 2023.
Wade Hindes
Department of Mathematics
Texas State University
San Marcos, TX
United States
wmh33@txstate.edu
Joseph H. Silverman
Department of Mathematics
Brown University
Providence, RI
United States
joseph_silverman@brown.edu

# PACIFIC JOURNAL OF MATHEMATICS 

Founded in 1951 by E. F. Beckenbach (1906-1982) and F. Wolf (1904-1989)
msp.org/pjm

Matthias Aschenbrenner
Fakultät für Mathematik Universität Wien
Vienna, Austria
matthias.aschenbrenner@univie.ac.at
Atsushi Ichino
Department of Mathematics Kyoto University
Kyoto 606-8502, Japan
atsushi.ichino@gmail.com
Dimitri Shlyakhtenko
Department of Mathematics University of California
Los Angeles, CA 90095-1555
shlyakht@ipam.ucla.edu

EDITORS
Don Blasius (Managing Editor)
Department of Mathematics University of California Los Angeles, CA 90095-1555
blasius@math.ucla.edu

Paul Balmer
Department of Mathematics University of California Los Angeles, CA 90095-1555 balmer@math.ucla.edu Robert Lipshitz
Department of Mathematics University of Oregon Eugene, OR 97403 lipshitz@uoregon.edu

## Paul Yang

Department of Mathematics
Princeton University
Princeton NJ 08544-1000
yang@math.princeton.edu

Vyjayanthi Chari
Department of Mathematics University of California
Riverside, CA 92521-0135 chari@math.ucr.edu

## Kefeng Liu

Department of Mathematics
University of California
Los Angeles, CA 90095-1555 liu@math.ucla.edu

Ruixiang Zhang
Department of Mathematics
University of California
Berkeley, CA 94720-3840
ruixiang@berkeley.edu

## PRODUCTION

Silvio Levy, Scientific Editor, production@msp.org

See inside back cover or msp.org/pjm for submission instructions.
The subscription price for 2023 is US $\$ 605 /$ year for the electronic version, and $\$ 820 /$ year for print and electronic.
Subscriptions, requests for back issues and changes of subscriber address should be sent to Pacific Journal of Mathematics, P.O. Box 4163, Berkeley, CA 94704-0163, U.S.A. The Pacific Journal of Mathematics is indexed by Mathematical Reviews, Zentralblatt MATH, PASCAL CNRS Index, Referativnyi Zhurnal, Current Mathematical Publications and Web of Knowledge (Science Citation Index).

The Pacific Journal of Mathematics (ISSN 1945-5844 electronic, 0030-8730 printed) at the University of California, c/o Department of Mathematics, 798 Evans Hall \#3840, Berkeley, CA 94720-3840, is published twelve times a year. Periodical rate postage paid at Berkeley, CA 94704, and additional mailing offices. POSTMASTER: send address changes to Pacific Journal of Mathematics, P.O. Box 4163, Berkeley, CA 94704-0163.

PJM peer review and production are managed by EditFLOw ${ }^{\circledR}$ from Mathematical Sciences Publishers.
PUBLISHED BY

## E. mathematical sciences publishers

nonprofit scientific publishing
http://msp.org/
© 2023 Mathematical Sciences Publishers

## PACIFIC JOURNAL OF MATHEMATICS

Volume 325 No. 2 August 2023
Totally geodesic hyperbolic 3-manifolds in hyperbolic link ..... 191 complements of tori in $S^{4}$
Michelle Chu and Alan W. Reid
Infinite homotopy stable class for 4-manifolds with boundary ..... 209anthony Conway, Diarmuid Crowley and MarkPowell
Counterexamples to the nonsimply connected double soul conjecture ..... 239
Jason DeVito
The fundamental group of an extension in a Tannakian category and ..... 255
the unipotent radical of the Mumford-Tate group of an open curvePayman Eskandari and V. Kumar Murty
The size of semigroup orbits modulo primes ..... 281
Wade Hindes and Joseph H. Silverman
Tropical Lagrangian multisections and toric vector bundles ..... 299
Yat-Hin Suen
Some effectivity results for primitive divisors of elliptic divisibility ..... 331
sequencesMatteo Verzobio
Poisson manifolds of strong compact type over 2-tori ..... 353
LUKA ZwAAN


[^0]:    Silverman's research was supported by Simons Collaboration Grant \#712332, and by National Science Foundation Grant \#1440140 while in residence at MSRI in spring 2023.
    MSC2020: primary 37P25; secondary 37P05, 37P55.
    Keywords: arithmetic dynamics, finite field dynamics, semigroup dynamics.

[^1]:    ${ }^{1}$ Intuitively, this means that we can find equations for $V$ and for $f$ that have coefficients in $R_{K}$, and so that when we reduce the equations modulo $\mathfrak{p}$, the reduced variety $\tilde{V} \bmod \mathfrak{p}$ is non-singular and the reduced map $\tilde{f}: \tilde{V} \rightarrow \tilde{V}$ is a morphism having the same degree as $f$. Of course, when we say "find equations", this needs to be done locally on an appropriately fine cover by affine neighborhoods.

[^2]:    ${ }^{2}$ If $R_{K}$ is a PID, then we can take $\mathfrak{C}_{K}=R_{K}$, $\operatorname{so} \operatorname{gcd}\left(\alpha_{0}, \ldots, \alpha_{N}\right)=1$. Thus [21, Lemma 9] provides a weaker version of this gcd result that holds for all $R_{K}$.

